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Nuclear forces in exotic nuclei 
Nucleon interactions are very 
complex and difficult to handle 

Symmetric matter: 
   N ≈ Z 
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   - Symmetry energy 
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Fig. 1. Central (S = 0 and 1), tensor and spin–orbit potentials in parity-odd sector obtained by lattice QCD (left), and their enlargements (right). (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.)

In our simulation, the dispersion relation for the nucleon 
can be fitted well with α = 0.88(1) (χ2/d.o.f. = 2.6) at mN =
2152(3) MeV, showing no sign of higher order contributions in 
k2 for k2 ≤ 1.25 [GeV2] (ka ≤

√
5 × 2π/L) within statistical errors.

4.3. Extractions of potentials

The potential for the spin-singlet sector at NLO can be easily 
extracted from the equation

V I=0
C,S=0(r)

〈
R(r⃗, t;J ),R(r⃗, t;J )

〉

=
〈
R(r⃗, t;J ), (Dt − H0)R(r⃗, t;J )

〉
(18)

for J = J (T −
1 ), dominated by 1 P1, where αDt = 1

4mN

∂2

∂t2 − ∂
∂t , 

and we define an inner product with an average over the cubic 
group as ⟨F (r⃗), H(r⃗)⟩ ≡ ∑

g∈O F ∗
βα(gr⃗)Hαβ(gr⃗), which reduces sta-

tistical noises of potentials. Note that here and in the following we 
use the fact that local potentials, V I

C,S , V I
T and V I

LS, are invariant 
under the rotation g in the cubic group. The result for V I=0

C,S=0(r) is 
plotted in Fig. 1 by green circles, which shows a strong repulsion 
at short distances.

For the spin-triplet sector, three unknown functions up to NLO 
can be determined from the equation

V I=1
C;S=1(r)F

J
C (r) + V I=1

T (r)F
J
T (r) + V I=1

LS (r)F
J
LS (r) = K J (r)

(19)

for three different sources, J = J (A−
1 ), J (T −

1 ), J (E−) (or 
J (T −

2 )), dominated by 3 P0, 3 P1 and 3 P2–3 F2, respectively, where

F
J
C (r) ≡

〈
R(r⃗, t;J ),R(r⃗, t;J )

〉
,

F
J
T (r) ≡

〈
R(r⃗, t;J ), S12R(r⃗, t;J )

〉
,

F
J
LS (r) ≡

〈
R(r⃗, t;J ), L⃗ · S⃗R(r⃗, t;J )

〉
,

K J (r) ≡
〈
R(r⃗, t;J ), (Dt − H0)R(r⃗, t;J )

〉
.

In Fig. 1, we also plot V I=1
C;S=1(r) (red), V I=1

T (r) (black) and V I=1
LS (r)

(blue), obtained from A−
1 , T −

1 , E− sources. (The result obtained 
form A−

1 , T −
1 , T −

2 sources instead does not show a significant dif-
ference.) We observe that (i) the central potential V I=1

C;S=1(r) is re-
pulsive, (ii) the tensor potential V I=1

T (r) is positive and weak com-
pared to V I=1

C;S=1(r) and V I=1
LS (r), and (iii) the spin–orbit potential 

V I=1
LS (r) is negative and strong. These features agree qualitatively 

well with those of the phenomenological potential in Ref. [27].
For both spin-singlet and spin-triplet central potentials, there 

may be a very weak attractive pocket of less than a few MeV at 
medium distance (r ≃ 1 fm). However, considering the statistical 
and systematic errors, its existence should be carefully examined 
in future studies.

We make a technical comment. We sometimes observe large 
condition numbers for Eq. (19) (with three sources) near the spa-
tial boundaries, which gives rise to points with large statistical 
errors at r ≃ 1–1.5 fm in Fig. 1.

4.4. Scattering phase shifts and effective potentials

For quantitative studies of the interactions, it is desirable to cal-
culate not only the potential but also scattering phase shifts, since 
the potential is not a physical observable as mentioned above. In 
this section, we therefore investigate a nature of interactions, by 
calculating scattering phase shifts from the obtained potentials. In 
particular, we study whether the LS potential of Fig. 1 leads to at-
tractive behaviors in the scattering phase shifts in the 3 P2 channel.

We calculate the scattering phase shifts by solving the Schrö-
dinger equation with the above potentials, parameterized with 
multi-Gaussian forms, v(r) ≡ ∑Ngauss

i=1 ai exp(−νi(r/b)2) with
Ngauss = 3 for the central and spin–orbit potentials, whereas 
v(r) ≡ a1(r/b) exp(−ν1(r/b)2) + a2(r/b)3 exp(−ν2(r/b)2) for the 
tensor potential to mimic the short distance behavior, as shown 
in Fig. 1. Here, a scaling parameter b ≡ 0.1555 fm is introduced 
to simplify the notation. The uncorrelated fits are performed rea-
sonably. The resultant fit parameters and χ2/d.o.f. are given in 
Table 1.

The scattering observables are obtained from the long distance 
behaviors of linearly independent regular solutions, and are shown 
in Fig. 2. The inner error is statistical, while the outer one is statis-
tical and systematic combined in quadrature. Here, to estimate the 
systematic error, we take into account the uncertainty arising from 
the truncation of the derivative expansion and from the choice of 
fitting functions for the potentials. To estimate systematic errors 
associated with the truncation of the derivative expansion, we cal-
culate phase shifts also at t − t0 = 7, and take differences of central 
values between t −t0 = 8 and 7 as systematic errors. A dependence 
of phase shifts on a choice of fitting functions for the potentials 
is estimated by changing the fitting function to a Yukawa-type. It 
turns out that the former dominates the systematic error except 
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Green’s functions in many-body theory 
One-body Green’s function (or propagator) describes the motion of quasi- 
particles and holes: 
 
 
 
 
 …this contains all the structure information probed by nucleon transfer 
(spectral!func7on): 
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15]. The method has later been applied to atoms and
molecules [12, 16] and recently to 56Ni [17] and 48Ca [18].
The ab initio results of Ref. [18] are in good agreement
with (e, e′p) data for spectroscopic factors from Ref. [19]
and also show that the configuration space needed for the
incorporation of long-range (surface) correlations is much
larger than the space that can be utilized in large-scale
shell-model diagonalizations. In Ref. [20], the FRPA was
employed to calculate proton scattering on 16O and ob-
tain results for phase shifts and low-lying states in 17F.
However, the properties of the self-energy at larger scat-
tering energies which are now of great interest for the
developments of DOM potentials was not addressed. In
particular, one may expect to extract useful information
regarding the functional form of the DOM from a study
of the self-energy for a sequence of calcium isotopes. It
is the purpose of the present work to close this gap. We
have chosen in addition to 40Ca and 48Ca also to include
60Ca, since the latter isotope was studied with a DOM
extrapolation in Refs. [8, 9]. Some preliminary results of
these FRPA calculations for spectroscopic factors were
reported in Ref. [14] but the emphasis in the present work
is on the properties of the microscopically calculated self-
energies. The resulting analysis is intended to provide
a microscopic underpinning of the qualitative features of
empirical optical potentials. Additional information con-
cerning the degree and form of the non-locality of both
the real and imaginary parts of the self-energy will also
be addressed because it is of importance to assess the
current local implementations of the DOM method.
In Sec. II A we introduce some of the basic properties

for the analysis of the self-energy. The ingredients of the
FRPA calculation are presented in Sec. II C. The choice
of model space and realistic nucleon-nucleon (NN) inter-
action are discussed in Sec. III. We present our results
in Sec. IV and finally draw conclusions in Sec. V.

II. FORMALISM

In the Lehmann representation, the one-body Green’s
function is given by

gαβ(E) =
∑

n

⟨ΨA
0 |cα|Ψ

A+1
n ⟩⟨ΨA+1

n |c†β|Ψ
A
0 ⟩

E − (EA+1
n − EA

0 ) + iη

+
∑

k

⟨ΨA
0 |c

†
β|Ψ

A−1
k ⟩⟨ΨA−1

k |cα|ΨA
0 ⟩

E − (EA
0 − EA−1

k )− iη
, (1)

where α, β, ..., label a complete orthonormal basis set
and cα (c†β) are the corresponding second quantization
destruction (creation) operators. In these definitions,
|ΨA+1

n ⟩, |ΨA−1
k ⟩ are the eigenstates, and EA+1

n , EA−1
k

the eigenenergies of the (A ± 1)-nucleon isotope. The
structure of Eq. (1) is particularly useful for our pur-
poses. At positive energies, the residues of the first term,
⟨ΨA+1

n |c†α|Ψ
A
0 ⟩, contain the scattering wave functions for

the elastic collision of a nucleon off the |ΨA
0 ⟩ ground state,

while at negative energies they give information on fi-
nal states of the nucleon capture process. Consequently,
the second term has poles below the Fermi energy (EF )
which carry information about the removal of a nucleon
and therefore clarify the structure of the target state |ΨA

0 ⟩
itself. Green’s function theory provides a natural frame-
work for describing physics both above and below the
Fermi surface in a consistent manner.
The propagator (1) can be obtained as a solution of

the Dyson equation,

gαβ(E) = g(0)αβ (E) +
∑

γδ

g(0)αγ (E)Σ⋆
γδ(E) gδβ(E) , (2)

in which g(0)(E) is the propagator for a free nucleon
(moving only with its kinetic energy). Σ⋆(E) is the irre-
ducible self-energy and represents the interaction of the
projectile (ejectile) with the target nucleus. Feshbach,
developed a formal microscopic theory for the optical po-
tential already in Ref. [21, 22] by projecting the many-
body Hamiltonian on the subspace of scattering states.
It has been proven that if Feshbach’s theory is extended
to a space including states both above and below the
Fermi surface, the resulting optical potential is exactly
the irreducible self-energy Σ⋆(E) [23] (see also Ref. [24]
and Ref. [25] for a shorter demonstration).
The above equivalence with the microscopic optical po-

tential is fundamental for the present study, since the
available knowledge from calculations based on Green’s
function theory can be used to suggest improvements of
optical models. In particular, in the DOM, the dispersion
relation obeyed by Σ⋆(E) is used to reduce the number of
parameters and to enforce the effects of causality. Thus
the DOM potentials can also be thought of as a repre-
sentation of the nucleon self-energy.

A. Self-Energy

For a J = 0 nucleus, all partial waves (ℓ, j, τ) are
decoupled, where ℓ,j label the orbital and total angu-
lar momentum and τ represents its isospin projection.
The irreducible self-energy in coordinate space (for ei-
ther a proton or a neutron) can be written in terms of
the harmonic-oscillator basis used in the FRPA calcula-
tion, as follows:

Σ⋆(x,x′;E) =
∑

ℓjmjτ

Iℓjmj
(Ω,σ)

×

[

∑

na,nb

Rnaℓ(r)Σ
⋆
ab(E)Rnbℓ(r

′)

]

(Iℓjmj
(Ω′,σ′))∗, (3)

where x ≡ r,σ, τ . The spin variable is represented by
σ, n is the principal quantum number of the harmonic
oscillator, and a ≡ (na, ℓ, j, τ) (note that for a J = 0 nu-
cleus the self-energy is independent ofmj). The standard
radial harmonic-oscillator function is denoted by Rnℓ(r),
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a microscopic underpinning of the qualitative features of
empirical optical potentials. Additional information con-
cerning the degree and form of the non-locality of both
the real and imaginary parts of the self-energy will also
be addressed because it is of importance to assess the
current local implementations of the DOM method.
In Sec. II A we introduce some of the basic properties

for the analysis of the self-energy. The ingredients of the
FRPA calculation are presented in Sec. II C. The choice
of model space and realistic nucleon-nucleon (NN) inter-
action are discussed in Sec. III. We present our results
in Sec. IV and finally draw conclusions in Sec. V.

II. FORMALISM

In the Lehmann representation, the one-body Green’s
function is given by

gαβ(E) =
∑

n

⟨ΨA
0 |cα|Ψ

A+1
n ⟩⟨ΨA+1

n |c†β|Ψ
A
0 ⟩

E − (EA+1
n − EA

0 ) + iη

+
∑

k

⟨ΨA
0 |c

†
β|Ψ

A−1
k ⟩⟨ΨA−1

k |cα|ΨA
0 ⟩

E − (EA
0 − EA−1

k )− iη
, (1)

where α, β, ..., label a complete orthonormal basis set
and cα (c†β) are the corresponding second quantization
destruction (creation) operators. In these definitions,
|ΨA+1

n ⟩, |ΨA−1
k ⟩ are the eigenstates, and EA+1

n , EA−1
k

the eigenenergies of the (A ± 1)-nucleon isotope. The
structure of Eq. (1) is particularly useful for our pur-
poses. At positive energies, the residues of the first term,
⟨ΨA+1

n |c†α|Ψ
A
0 ⟩, contain the scattering wave functions for

the elastic collision of a nucleon off the |ΨA
0 ⟩ ground state,

while at negative energies they give information on fi-
nal states of the nucleon capture process. Consequently,
the second term has poles below the Fermi energy (EF )
which carry information about the removal of a nucleon
and therefore clarify the structure of the target state |ΨA

0 ⟩
itself. Green’s function theory provides a natural frame-
work for describing physics both above and below the
Fermi surface in a consistent manner.
The propagator (1) can be obtained as a solution of

the Dyson equation,

gαβ(E) = g(0)αβ (E) +
∑

γδ

g(0)αγ (E)Σ⋆
γδ(E) gδβ(E) , (2)

in which g(0)(E) is the propagator for a free nucleon
(moving only with its kinetic energy). Σ⋆(E) is the irre-
ducible self-energy and represents the interaction of the
projectile (ejectile) with the target nucleus. Feshbach,
developed a formal microscopic theory for the optical po-
tential already in Ref. [21, 22] by projecting the many-
body Hamiltonian on the subspace of scattering states.
It has been proven that if Feshbach’s theory is extended
to a space including states both above and below the
Fermi surface, the resulting optical potential is exactly
the irreducible self-energy Σ⋆(E) [23] (see also Ref. [24]
and Ref. [25] for a shorter demonstration).
The above equivalence with the microscopic optical po-

tential is fundamental for the present study, since the
available knowledge from calculations based on Green’s
function theory can be used to suggest improvements of
optical models. In particular, in the DOM, the dispersion
relation obeyed by Σ⋆(E) is used to reduce the number of
parameters and to enforce the effects of causality. Thus
the DOM potentials can also be thought of as a repre-
sentation of the nucleon self-energy.

A. Self-Energy

For a J = 0 nucleus, all partial waves (ℓ, j, τ) are
decoupled, where ℓ,j label the orbital and total angu-
lar momentum and τ represents its isospin projection.
The irreducible self-energy in coordinate space (for ei-
ther a proton or a neutron) can be written in terms of
the harmonic-oscillator basis used in the FRPA calcula-
tion, as follows:

Σ⋆(x,x′;E) =
∑

ℓjmjτ

Iℓjmj
(Ω,σ)

×

[

∑

na,nb

Rnaℓ(r)Σ
⋆
ab(E)Rnbℓ(r

′)

]

(Iℓjmj
(Ω′,σ′))∗, (3)

where x ≡ r,σ, τ . The spin variable is represented by
σ, n is the principal quantum number of the harmonic
oscillator, and a ≡ (na, ℓ, j, τ) (note that for a J = 0 nu-
cleus the self-energy is independent ofmj). The standard
radial harmonic-oscillator function is denoted by Rnℓ(r),

[CB,!M.Hjorth?Jensen,!Pys.!Rev.!C79,!064313!(2009);!CB,!Phys.!Rev.!LeM.!103,!202502!(2009)]!

Sh
ab(!) =

1

⇡
Im gab(!)
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Why want to look at spectral function? 

•  Strong insight in to the structure (can be done the “ab-initio” 
        way but it also gives qualitative understanding) 

 

•  Koltun SR links E0
A and Sh in a “deep” manner 

•  Describes hole states (structure) and particle region 
           (scattering) naturally 

•  Response to excitations, and particle addition/removal 

•  Useful to investigate changes shell structure 



Dyson equation 
Dyson equation: 
    
 
Diagrammatically: 
 
 
 

=! +! Σ$ +!

Σ$ 

=! +! +!Σ$ 

Σ$ 

Σ$ 

Σ$ 

Σ$ 

Σ$ 

+!…!

Σ$ 

Σ$ 

Σ$ 

+!



Approaches to compute the  
irreducible self-energy: 

•  Use PT # Feynman diagram expansion 

•  Equation of Motion method  
     # Leads to important concepts: 
   - self consistency 
   - all-order summations 
   - conservation theorems 

•  Algebraic diagrammatic constructions ADC(3) 
  # typically the working approach  
   for most finite systems 



Adiabatic theorem and perturbations 
Assume that the Hamiltonian splits in two parts, one 
component ( 	�) can be solved exactly but not the full 
Hamiltonian: 
 

 
 If the second part (     ) is small, we can treat it as a small 
correction! perturbation theory. 
 

The complete propagator requires the Heisenberg evolution 
for the full H: 

                 , 
 

but we can handle only      . Thus, evolve operators according to       
and compensate for the missing part (     ) evolving the wave 
function ! This is the Interaction (or Dirac) picture. 



Feynman diagram rules 
Graphic conventions: 
 

   

α�

β�

δ�
β�

γ�
α�

g4-pt�

α�

δ�

β� γ�
…�

…�

α�

β�

α�

β�



Feynman diagram rules 
Rules in time representation 
1.  Write all connected and topologically equivalent diagrams—and only 

those. 
2.  Each single line w/ an arrow, contributes                    running from β to α 
3.  Each closed circle contributes a density matrix        (no      factor!) 
4.  Each two-body interaction line contributes 
5.  Each external field line contributes     
6.  Add an extra -1 factor for each closed circuit (the density matrix loops 

excluded) 
7.  Sum (integrate) over all coordinate and integrate over all internal times  
8.  IF           are antisymmtrized matrix elements, and extra factor ½ is 

required for each pair of equivalent lines, starting from the common 
interaction and ending on common interaction (not necessarily the same). 

9.  Add final factor     is to get G(t-t`) . 

 
   



Feynman diagram rules 
On can transform any propagator in frequency space. 
This is done by: 
 
 
 
 
 
 
 
 
For the interactions: after Fourier transformation the delta 
terms in                  and vvv               	  				v  give the 
conservation of incoming and outgoing energy. 

Note that: 
 
usual transformation for 
the 2-time propagators.�



Feynman diagram rules 
Rules in frequency representation 
1.  Write all connected and topologically equivalent diagrams—and only 

those. 
2.  At every propagator line one must associate an energy going in the 

direction of the arrow (energy must be conserved at each vertex) 
3.  Each single line w/ an arrow, contributes              running from β to α (ω 

gets a – sign if it goes against the arrow) 
4.  Each closed circle contributes a density matrix        (no      factor!) 
5.  Each two-body interaction line contributes 
6.  Each external field line contributes     
7.  An extra -1 for each closed circuit (density matrix loops excluded) 
8.  Sum (integrate) over all coordinate and integrate over all independent 

frequencies (with a 1/2π factor for each integration) 
9.  IF           are antisymmtrized matrix elements, and extra factor ½ is 

required for each pair of equivalent lines. 
10.  Add final factor     is to get G(t-t`) . 



Example of using Feynman diagram rules 
Calculating the second order self-energy: 
 
 
 
 
 

β�

µ�

α�

ν�

λ�

κ�
γ�

ζ�

Repeated greek indices 
are implicitly summed 



Example of using Feynman diagram rules 
Calculating the second order self-energy: 
 
 
 
 
 
 
 
Using the Cauchy theorem, only term with at least one pole on each 
side of the real axis contribute: 



Example of using Feynman diagram rules 
Calculating the second order self-energy: 
 
 
 
 
 
 
  

β�

µ�

α�

ν�
λ�

κ�
γ�

ζ�



Example of using Feynman diagram rules 
Calculating the second order self-energy: 
 
 
 
 
 
 
  

Repeated greek indices 
are implicitly summed 



Calculating the second order self-energy: 
 
 
 
 
 
 
  

Example of using Feynman diagram rules 

β�
µ�

α�

ν�
λ�

κ�
γ�

ζ�





Algebraic Diagrammatic Construction 
method at order n – ADC(n) 

 
See J. Schirmer and collaborators.: 
 

Phys. Rev. A26, 2395 (1982) 
Phys. Rev. A28, 1237 (1983) 

 



Working eqs. for ADC(2) / ext-ADC(2) / ADC(3) 

We consider a generic reference propagator that is used 
to expand the self-energy: 
 
 
 

with 
 
 
 
 
 

8
>>>><

>>>>:

Xn
↵ ⌘ h A+1

n |a†↵| A
0 i

"+n ⌘ EA+1
n � EA

0

EA+1
n | A+1

n i = H(ref)| A+1
n i

In general, this could be and unperturbed propagator (for which                   ,     
                         , etc… ), an Hartree-Fock propagator or even fully dressed 
propagator.!

H(ref)=H0
Xn

↵ = �n,↵�n2F

g(ref)↵� (!) =
X

n

(Xn
↵ )

⇤Xn
�

! � "+n + i⌘
+

X

k

Yk
↵(Yk

� )
⇤

! � "�k � i⌘

8
>>>><

>>>>:

Yk
↵ ⌘ h A�1

k |a↵| A
0 i

"�k ⌘ EA
0 � EA�1

k

EA�1
k | A�1

k i = H(ref)| A�1
k i



Working eqs. for ADC(2) / ext-ADC(2) / ADC(3) 

The most general form of the irreducible self-energy is: 
 
 
 
 
 
 
where: 
 
 
 
 
 

⌃?
↵,�(!) = ⌃1

↵,� +
X

i j

M†
↵i


1

! � (Efw +C) + i⌘

�

i j

Mj�

+
X

r p

N†
↵r


1

! � (Ebk +D)� i⌘

�

r p

Np�

i, j �! label 2p1h, 3p2h, 4p3h, ... excitations

r, p �! label 2h1p, 3h2p, ... excitations



Working eqs. for ADC(2) / ext-ADC(2) / ADC(3) 

The Dyson eq. is the solved by diagonalizing 
 
 
 
 
 
 

with the normalization condition 
 
 
One then identifies:         that yield the new 

            propagator and  
            spectral function 

"±

0

BBBBBBBB@

~Z±

~W

~U

1

CCCCCCCCA

=

0

BBBBBBBB@

H0 +⌃1 M† N†

M diag(Efw) +C

N diag(Ebk) +D

1

CCCCCCCCA

0

BBBBBBBB@

~Z±

~W

~U

1

CCCCCCCCA

(~Z±)† ~Z± + ~W † ~W + ~U† ~U = 1

(~Z+n)↵ ! Xn
↵

(~Z�k)↵ ! Yk
↵



Working eqs. for ADC(2) 

The dressed 1st and  2nd order diagrams are: 
 
 
 
 
 

and 

⌃cHF
↵� =

Z

C"

d!

2⇡i
v↵�,�� g

(ref)
�� (!) =

X

k

v↵�,�� Yk
� (Yk

� )
⇤

⌃1
↵� = = �U↵� + ⌃cHF

↵�

⌃(2)
↵�(!) =

Repeated greek indices 
are implicitly summed 

1

2

X

n1,n2,k

v↵�,µ⌫ (Xn1
µ Xn2

⌫ Yk
�)

⇤ Xn1
µ0 Xn2

⌫0 Yk
�0 vµ0⌫0,��0

! � ("+n1 + "+n2 � "�k ) + i⌘

+
1

2

X

k1,k2,n

v↵�,µ⌫ Yk1
µ Yk2

⌫ Xn
� (Yk1

µ0 Yk2
⌫0 Xn

�0)⇤ vµ0⌫0,��0

! � ("�k1
+ "�k2

� "+n ) + i⌘
Goldstone  
diagrams!



Working eqs. for ADC(2) 

From the previous diagrams, one extracts the matrix 
elements that define ADC(2): 

(H0 + ⌃1)↵� = (T + U)↵� + (�U + ⌃cHF )↵�

= t↵� +
X

k

v↵�,�� Yk
� (Yk

� )
⇤

Note that the auxiliary potential U (that defines the unperturbed 
propagator) cancels out from the Dyson equation! 
 !

Any repeated indices 
are implicitly summed 

M(n1,n2,k),↵ =
1p
2
Xn1

µ Xn2
⌫ Yk

� vµ⌫,↵�

Efw
n1,n2,k

= "+n1
+ "+n2

� "�k

C = 0

N(k1,k2,n),↵ =
1p
2
(Yk1

µ Yk2
⌫ Xn

� )
⇤ vµ⌫,↵�

Ebk
k1,k2,n = "�k1

+ "�k2
� "�n

D = 0



Working eqs. for ext-ADC(2) 

Extend the ADC(2) by inserting pp-, hh-, and ph- 
summations (ladders and rings): 
 
 
 
 
 
this leads to contributions of the form: 

+! +…! +…!�! …!

�! V
1

! � E2p1h
V + V

1

! � E2p1h
V

1

! � E2p1h
V

+ V
1

! � E2p1h
V

1

! � E2p1h
V

1

! � E2p1h
V

+ V
1

! � E2p1h
V

1

! � E2p1h
V

1

! � E2p1h
V

1

! � E2p1h
V + . . .



Working eqs. for ext-ADC(2) 

Expand the self-energy in the inter-particle interaction. Both 
the M, N matrices have leading contributions at first order 
in V:  
 
 
 

While C and D are only at 1st order in V. This leads to 
contributions of the form: 
 
 
 
 

#from here one reads the minimal approximation to C needed 
to reproduce the 3rd order diagram. Then the full ladder and 
ring summation come automatically, for free! 
 

M† 1

! � (E +C)
M �! M1† 1

! � E
M1

+M2† 1

! � E
M1+M1† 1

! � E
M2+M1† 1

! � E
C

1

! � E
M1

+M3† 1

! � E
M1+M2† 1

! � E
M2+M1† 1

! � E
C

1

! � E
C

1

! � E
M1+

M = M1(v1) +M2(v2) +M3(v3) + . . .

N = N1(v1) +N2(v2) +N3(v3) + . . .



Working eqs. for ext-ADC(2) 

The matrices for the extended-ADC(2) equations are the 
same as for ADC(2), except for: 
 
 
 
where: 
 
 
 

 
 
# The full ladder and ring summations are generated by these 
choices of C and D! 
 

hn1n2|v|n4n5i ⌘ Xn1
� Xn2

� v��,µ⌫ (Xn4
µ Xn5

⌫ )⇤
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� Yk6
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�
Any repeated indices 
are implicitly summed 

C(n1,n2,k3),(n4,n5,k6) =
1

2
hn1n2|v|n4n5i�k3,k6+hn1k3|vph|n4k6i�n2,n5+hn2k3|vph|n5k6i�n1,n4
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2
hk1k2|v|k4k5i�n3,n6�hk1n3|vph|k4n6i�k2,k5�hk2n3|vph|k5n6i�k1,k4



Working eqs. For ADC(3) 

Requiring that ALL 3rd order Goldstone diagrams are 
included requires to also extending the coupling matrices: 

. . .+ M2† 1

! � E
M1 + M1† 1

! � E
C

1

! � E
M1 +M1† 1

! � E
M2 + . . .



Working eqs. For ADC(3) 

Requiting that ALL 3rd order Goldstone diagrams are included requires 
to also extending the coupling matrices: 

p
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Beyond ADC(3)… 

The general strategy is: expand the self-energy in Feynman/
Goldstone diagrams up to order n and the compare to the minimal 
expansion in terms of matrices C, D and M, N. 
 
For ADC(4), also 3p2h/3h2p intermediate states appear: 
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Results for the pairing model 
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Results for the pairing model 
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Accuracy of ADC(n) – simple atoms/molecules 

binding, eq. bond distances,   ! 
ionization energies (molecules) 

98-99% of correlation 
energy is recovered!

R(2p1h) 

ADC(1) �HF! ADC(2) �2nd ord.! ADC(3) �FTDA 
       FRPA!

EF!
0

exp.-

EF!
0

exp.-

EF!
0

exp.-



Accuracy of ADC(n) – simple atoms/molecules 

R(2p1h) 

ADC(1) �HF! ADC(2) �2nd ord.! ADC(3) �FTDA 
       FRPA!

C. BARBIERI, D. VAN NECK, AND M. DEGROOTE PHYSICAL REVIEW A 85, 012501 (2012)

TABLE IV. Ionization energies obtained with Hartree-Fock, second-order perturbation theory for the self-energy (plus the CHF term),
FTDA, and the full Faddeev RPA (in hartrees). All results are extrapolated from the cc-p(C)VQZ and cc-p(C)V5Z basis sets (see Table III).
The deviations from the experiment (indicated in parentheses) and the rms errors are given in mhartrees. The experimental energies are from
Refs. [62–64].

Second Experiment
Hartree-Fock order FTDA FRPA [63,64]

He 1s 0.918(+14) 0.9012(−2.5) 0.9025(−1.2) 0.9008(−2.9) 0.9037
Be2+ 1s 5.6672(+116) 5.6542(−1.4) 5.6554(−0.2) 5.6551(−0.5) 5.6556
Be 2s 0.3093(−34) 0.3187(−23.9) 0.3237(−18.9) 0.3224(−20.2) 0.3426

1s 4.733(+200) 4.5892(+56) 4.5439(+11) 4.5405(+8) 4.533
Ne 2p 0.852(+57) 0.752(−41) 0.8101(+17) 0.8037(+11) 0.793

2s 1.931(+149) 1.750(−39) 1.8057(+24) 1.7967(+15) 1.782
Mg2+ 2p 3.0068(+56.9) 2.9217(−28.2) 2.9572(+7.3) 2.9537(+3.8) 2.9499

2s 4.4827 4.3283 4.3632 4.3589
Mg 3s 0.253(−28) 0.267(−14) 0.272(−9) 0.280(−1) 0.281

2p 2.282(+162) 2.117(−3) 2.141(+21) 2.137(+17) 2.12
Ar 3p 0.591(+12) 0.563(−16) 0.581(+2) 0.579(≈ 0) 0.579

3s 1.277(+202) 1.111(+36) 1.087(+12) 1.065(−10) 1.075
3s 1.840 1.578 1.544

σrms [mH] 81.4 29.3 13.7 10.6

FRPA explains at least 99% of the correlation energies, and
all calculations, including CCSD, agree with the experiment
within the uncertainty expected from basis extrapolation. For
Z ! 10, the inclusion of RPA correlations predicts about 5 mH
more binding than the corresponding FTDA. The atom of Be
is the only exception to this trend, as already noted above. In
this case the 9 mH difference between FRPA and CCSD is
seen also in the basis limit. Based on the agreement between
FCI and CCSD in Table I, the remaining discrepancy with the
experiment (≈15 mH) may be due to the basis set employed,
which is probably not capable of accommodating the relevant
correlation effects. We have attempted FRPA calculations with
the aug-cc-pVXZ bases to allow for a better description of
the valence orbits but without any appreciable change in the
results.

The Ne atom was also computed in the FRPA approach by
using a Hartree-Fock basis with a discretized continuum [36].
The basis set was chosen to be as large as possible to approach
the basis-set limit for IEs and EAs but was not optimized for
treating core orbits. The total binding energy obtained was
128.888 H, away from both the basis-set limit of Table III and
the experiment.

Ionization energies are shown in Table IV, together with
the predictions from Hartree-Fock theory and the second-order
self-energy [obtained by retaining only the first two diagrams
of Fig. 1(b)]. Second-order corrections account for a large part
of correlations but still lead to sizable errors. The additional
correlations included in the present calculations appear to
reduce this error substantially. The FTDA [i.e. ADC(3)]
results give a measure of the importance of a treatment
that is consistent with at least third-order perturbation theory
[13]. Corrections are particularly large for states with higher
ionization energies, where the density of 2h1p states is
increased. Since configuration mixing among these states
is not introduced by strict second-order perturbation theory,
calculations at least at the level of FTDA are required in these
cases. Configuration mixing among the 2h1p states reduces

the errors in the 1s state in Be by a factor of 5. Another
effect is the fragmentation of the 3s orbit of Ar. Second-order
calculations predict this as a quasiparticle state 36 mH away
from the empirical energy and carrying 0.81 of the total orbit’s
intensity. A small satellite state with relative intensity of 0.10
is calculated at larger separation energies. The mixing with
2h1p configurations corrects the energies of both peaks and
redistributes their strengths more correctly. For the FRPA
calculation the peak at 1.065 H has intensity of 0.61, close
to the experimental values (peak at 1.075 H with intensity
0.55 [62]). The second peak is obtained at 1.544 H and carries
the remaining strength of the original quasiparticle.

Adding the effects of RPA excitations has a larger impact
on ionization than on correlation energies. Almost all the
calculated IEs shift closer to the experimental values by a
few millihartree. The only exceptions are the two-electron He
atom, where the RPA approach tends to overestimate correla-
tions, and the first ionization of Be, where soft excitations tend
to invalidate the RPA. In general, the rms error for the valence
orbits of Table IV decreases from 13.7 to 10.6 mH, passing
from FTDA to FRPA.

The FRPA first and second IEs of the Ne atom computed
using the discretized continuum basis of Ref. [36] are 0.801
and 1.795 H. These are in good agreement with the extrapo-
lations of Table IV and give us further confidence in applying
Eq. (7) also for quasiparticle states.

IV. CONCLUSIONS AND DISCUSSION

We have performed microscopic calculations of total and
ionization energies in order to assess the accuracy of the Fad-
deev RPA approach for light atoms. The FRPA is an expansion
of the many-body self-energy that makes explicit the coupling
between particles and collective excitations arising from
interacting electrons and holes. This formalism completely
includes the ADC(3) theory and retains all contributions from
perturbation theory up to third order, which is crucial for a
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Neutron spectral function of Oxygens 





Nuclear matter project with  
Green’s function and coupled cluster 

This week we will start looking into how to calculate nuclear matter with the same methods 
introduced last week. Some short comments on this:

 - We will discretize the continuous momentum space by using a box with periodic boundary 
conditions (PBC). This will be discussed in much detail by Gaute in the next lecture.

 - The setup of the basis and the calculation of the reference HF state is the same for all 
methods (MBPT, CCM, SCGF…) and so next talk will apply to all projects.

- So set up you code with a general basis infrastructure, that will be separate from the solver…

 - Some more comments specific to GF: 
- Once the HF is set up, we will need to build bases for pp and hh configurations (as 
for CC) but also 2p1h and 2h1p. These are are all built very similarly.
- We will use the ADC(2) approach and later move to extended ADC(2), which 
requires a relatively small extra effort. 
- The self-energy is diagonal in k-space, which is a great simplification: for each value  
of momentum, we can diagonalize a part of the Dyson equations independently.
- The approach is very similar to last week pairing model. However, we will have to  
deal with technical complications (the more sophisticated basis to handle, with more  
quantum numbers, the dimension of the Dyson sub-matrices, ecc…). All of this will be
discussed little by little. 


