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Self-consistent Green’s function in 
Finite  Nuclei and related things… 

- 
Lectures IV and V 

 
RPA, other approximation to the self-energy: GW, 
FRPA, adding 3NF and applications to finite nuclei 
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Nuclear matter project with  
Green’s function and coupled cluster 

This week we will start looking into how to calculate nuclear matter with the same methods 
introduced last week. Some short comments on this:

 - We will discretize the continuous momentum space by using a box with periodic boundary 
conditions (PBC). This will be discussed in much detail by Gaute in the next lecture.

 - The setup of the basis and the calculation of the reference HF state is the same for all 
methods (MBPT, CCM, SCGF…) and so next talk will apply to all projects.

- So set up you code with a general basis infrastructure, that will be separate from the solver…

 - Some more comments specific to GF: 
- Once the HF is set up, we will need to build bases for pp and hh configurations (as 
for CC) but also 2p1h and 2h1p. These are are all built very similarly.
- We will use the ADC(2) approach and later move to extended ADC(2), which 
requires a relatively small extra effort. 
- The self-energy is diagonal in k-space, which is a great simplification: for each value  
of momentum, we can diagonalize a part of the Dyson equations independently.
- The approach is very similar to last week pairing model. However, we will have to  
deal with technical complications (the more sophisticated basis to handle, with more  
quantum numbers, the dimension of the Dyson sub-matrices, ecc…). All of this will be
discussed little by little. 





Quasiparticle and phonon excitations can be described with 
many-body Green’s functions: 
 
 
 
 
 
 
 
 
 

  

Principal Many-body Green’s functions 

two-body propagator 

one-body propagator 

polarization (ph) 
propagator 
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Quasiparticle and phonon excitations can be described with 
many-body Green’s functions: 
 
 
 
 
 
 
 
 
 

 !  linked to a lot of exp. information 
 

 ! “efficiency” with information, only transition amplitudes  
       are generated 

 

Principal Many-body Green’s functions 
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addi7on!removal!of!one!par7cle,!spectra!of!A±1!par7cle!systems,!
one?body!density,!op7cal!poten7al.!

addi7on!removal!of!two!par7cles,!spectra!of!A±2!par7cle!
systems,!two?body!density!

spectrum!of!the!A!par7cle!systems,!one?body!response!





Approximations for  
the self-energy 

•  GW approximation 

•  Faddeev Random Phase Approximation (FRPA) 



Approximations for the Self-energy 
Diagrams of some common approximations for the 
self- energy: 
 
-  2nd 

-  ph “rings” 

-  pp “ladders” 

-  R2p1h 

 
 
 

GW approach; 
particle-vibration 
coupling�

Pairing-like effects; 
Used for nuclear 
matter 

This is the most 
complete, including 

both pp and ph 
correlations and 

their interference�

Keep in mind 
that in certain 

cases these two 
interfere and 
should not be 

used separately 
from each 

other…�



The GW method 
Consider the self-energy of the uniform electron gas and use 
only direct matrix elements of V (i.e. not antisymmetrized). 
 
The Hertree term is 
 
 
 
The Fock contribution 
 
 
 

 
! The Hartree correlations simply give the electrostatic repulsion 
which is a constant term, so we only consider the Fock part… 

k

k

k

k-q� k

q



The GW method 
Want to correct the interaction for the effects of the 
medium. 
Take the second order correction to the Coulomb force: 
 
 
 

This imply: 
 
 
 

 

Problem:  
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"    This term diverges, and the 
divergence become worse going to 

higher orders… 



The GW method 
The divergence is due to the long-range part of the Coulomb 
interaction: 

[Picture from Mattuck]�
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RPA approx. for the pol. prop. 
Use RPA to evaluate the electron-electron interaction in 
the medium: 
 
 
 
 
 
 
 
Then: 
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Lindhard 
function П(0)(ω)�

the in-medium 
interaction 
 depends on energy!�



RPA approx. for the pol. prop. 
Use RPA to evaluate the electron-electron interaction in 
the medium: 
The bare interaction is: 

 
with: 
 

The Lindhard function is: 
 
RPA eq.: 

 
And in the limit of small momenta: 
 
 
 

In this case, this is NOT antisymmetrized—it depends 
only on the momentum transferred in the “t” channel.�

The coulomb interaction in the electron gas 
is screened at long distances and behave 
like a Yukawa force!!!�



Approximations for the polarization propagator 

Ring expansion of RPA 
 
 
 
The RPA equations correspond             to the        following 
series   of diagrams: 
 
 
 
 
 
 
 

TDA 
RPA 

Pauli correlations are partially neglected, but one assumes (=hopes) 
that  the missing corrections cancel each other “randomly” (!RPA)�



Approximations for the polarization propagator 

Beware:  there are two definitions of RPA! 
 

1)   V contains only the direct term: 

2)   V has both direct and exchange terms: 
 
 
 
 
 
 
 

α� β�
γ� δ�

α� β�
γ� δ�

α�

γ� δ�

β�

Hartree 
potential�

Hartree-Fock 
potential�

N.B.:This is sometimes called “Generalized RPA” (GRPA), e.g. in 
atomic physics, and other times simply “RPA” (in nuclear physics).�



The GW method 
The divergence is due to the long-range part of the Coulomb 
interaction: 

[Picture from Mattuck]�
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The GW method 
The divergence is due to the long-range part of the Coulomb 
interaction: 
 
 
 
 
 
Need to resum the full RPA series: 

The screening from RPA avoids 
the infrared divergence!�

q-2�

q-2�



The GW method 
The GW self-energy is: 
 
 

 
This is named in different ways, according to weather the 
propagator         and the one used calculating the in-medium 
interaction (       or       ) are unperturbed or self-consistent:  
 
G0W0    = 
 
GW0     = 

 
GW      = 



The GW method for the electron gas 
Self-consistent GW calculations electron gas were 
achieved only in the last years, see: 
 
• B. Holm and U. von Barth, Phys. Rev. B57, 2108 (1998). 
• B. Holm, Phys. Rev. Lett. 83, 788 (1999). 
• P. García-González and R. W. Godby, Phys. Rev B63, 075112 (2001). 
• Y. Dewulf, D. Van Neck, and M. Waroquier, Phyr. Rev. B245122 (05). 



The GW method for the electron gas 
Numerical implementation (Holm and von Barth). 
Write  the single-particle propagator in terms of its 
spectral function, 
 
 
 

and expand in a sum of Gaussians: 
 
 

[B. Holm and U. von Barth, Phys. Rev. B57, 2108 (1998)] 



The GW method for the electron gas 
Results for G0W0 to GW 
 
 

[B. Holm and U. von Barth, Phys. Rev. B57, 2108 (1998)] 

Note: rs is the radius of the mean volume 
occupied by each electron (in Borh’s 
radii): 
 

In practice, it is used to label the 
density. 



The GW method for the electron gas 
Correlation energies (==tot. energy – HF) of the electron 
gas from quantum Monte Carlo and GW approaches 

[P. García-González and R. W. Godby, Phys. Rev B63, 075112 (2001)] 



Two words on GW vs DFT… 
Ionization energies for atoms: 

[S. Verdonck, et al., Phys. Rev 
A74, 062503 (2006)] 

2nd order 
unperturbed�

2nd order  
self-consistent�

GGW==“generalized GW” contains 
the Pauli exchange term of the 

interaction in the calculation of W 
(GRPA)… ! it is the most complete 

but it gives poor results...�



The GW method for the electron gas 
Density functional theory (DFT) summarized in two words 
!  For confined systems (e.g. electrons in an atom or crystal) there exist a 
universal (==the same for any system!) energy functional of the density E[ρ]: 
if one knows the exact density, it is immediate to extract the energy. 

!  in the Kohn-Sham formulation of DFT the density is expanded in a Slater 
determinant; this leads to a one-body Schroedinger-like equation, no matter 
the number of particles N.  In can therefore solved very easily. 

! The E[ρ] functional is proven to exist but it is not known. If it was known, 
it would be possible to calculate for any system the exact energy, density 
and first ionization potential (and only the first!!!). 

! In practice, one uses a phenomenological potential. Results for the 
energies  are usually very good, first ionizations and cases with substantial 
long-range correlations (e.g. Van der Walls) can be poor. 

[W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965). 
P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964)] 



Two words on GW vs DFT… 
For a comparison between Green’s function and DFT see the 
review of Onida et al., [Rev. Mod. Phys. 74, 601 (2002)] 
For the single-particle spectrum: 
DFT 
 

It is fast to solve 
 
Kohn-Sham orbitals and energies 
do not have a physical meaning associated 
(except the first ionization) 
 
Kohn-Sham orbitals and energies usually 
give a good input for G0W0 calculations. 
 
Band gaps in insulators and 
semiconductors are usually 
underestimated. 
 

GW 
 

Calculations are more cumbersome 
 
Single-particle properties are directly 
related to experimental quantities 
 
G0W0 can give quite accurate s-p spectra.  
 
The more elaborated GW does better on 
energies but ruins the s-p spectra—Note 
that GW is NOT a conserving approx. 
(Baym-Kadanoff) 
 
 



Two words on GW vs DFT… 
Example of band calculation for copper 

[Onida et al., Rev. Mod. Phys. 74, 601 (2002)]�



Graphite " graphene and graphane 
Some allotropes of carbon: 

a) diamond;  
b) graphite;  
c) lonsdaleite;  
d-f ) fullerenes (C60, C540, 

C70); 
g) amorphous carbon; 
h) carbon nanotube.�

 Graphene is a one-atom 
thick sheet ofGraphite 

[K.S.Novoselof, et al., Science 
306, 666 (2004).]�

[Picure from Wikipedia]�



Graphite " graphene and graphane 
Graphene is a good candidate material for constructing 
future electronics components 
! one wish to turn it into a semiconductor, while keeping it 
two-dimensional 

Graphene is a one-atom-thick planar sheet of sp2-bonded 
carbon atoms that are densely packed in a honeycomb 
crystal lattice. 
The carbon-carbon bond length in graphene is 
approximately 0.142 nm.  
Graphene is the basic structural element of some carbon 
allotropes including graphite, carbon nanotubes and 
fullerenes. 
Measurements have shown that graphene has a breaking 
strength 200 times greater than steel, making it the 
strongest material ever tested. 
It is a good conductor of heat and electricity. 
.�[Source: Wikipedia]�



Graphite " graphene and graphane 
Graphane is Hydrogenated  graphene. 
It was: 
1)  predicted theoretically 
based on DFT-GGA calculations 
[J. O. Sofo, et al. Rev. B 75, 153401 (2007). 
D. W. Boukhvalov, et al., Phys. Rev. B 77, 035427 (2008).] 

 
2) Recently systetized 
[D.C.Elias,et al. Science 323, 320 (2009)] 

3) The band-gap is not known 
but it is predicted by DFT-GGA 
to be a semiconductor… 
4) GW calculations instead suggest 
that it is an insulator! 
[Phys. Rev. B79, 245117 (2009)] 

graphene�

graphane�

boat�

chair�

[Picture: arXiv:0903.0278v1] 



Graphite " graphene and graphane 
Graphane is predicted to be: 
- a semiconductor by DFT-GGA 
 calculations. 
- an insulator in GW 
 

[Phys. Rev. B79, 245117 (2009)] 





Approximations for the Self-energy 
Diagrams of some common approximations for the 
self- energy: 
 
-  2nd 

-  ph “rings” 

-  pp “ladders” 

-  R2p1h 

 
 
 

GW approach; 
particle-vibration 
coupling�

Pairing-like effects; 
Used for nuclear 
matter 

This is the most 
complete, including 

both pp and ph 
correlations and 

their interference�

Keep in mind 
that in certain 

cases these two 
interfere and 
should not be 

used separately 
from each 

other…�



Self-energy and 2p1h/2h1p propagator 

Using the EOM of both t and t’, one finds again the Dyson 
equation with self-energy given (in a symmetric form) by 
 
 
 
where: 
 
 

Irreducible 
2p1h/2h1p 
propagator�



Self-energy and 2p1h/2h1p propagator 
Graphic representation of the 2p1h/2h1p irreducible 
propagator R(ω): 
 

g2p1h-1p�

α� β� γ�

g1p-2p1h�

 µ� ν� λ�

α� β� γ�

 µ� ν� λ�

g2p1h�

α� β� γ�

 µ� ν� λ�

R(2p1h/2h1p)�  =� -�

Propagation of 3 
excitations�

Subtract the 
contribution in 

which a particle-
hole anihilate each 

other ! The Dyson 
equation will 

account for it!�



Faddeev RPA method 
The following two diagram can be equally important. However 
summing them would not work well: 
- They both contain            , which would be over counted 
- They would not interfere… 

 
So, the following is NOT good: 
 
 

NO!!!!!�



Faddeev RPA method 
Thus, to include both “ladder” and “ring” correlations one must 
calculate the full 2p1h/2h1p propagator 
 
 
 
 
In general this is exact if one can calculate the full 6-points 
Green’s function (see lecture of Apr. 13th): 
 
 

g2p1h-1p�

α� β� γ�

g1p-2p1h�

 µ� ν� λ�

α� β� γ�

 µ� ν� λ�

g2p1h�

α� β� γ�

 µ� ν� λ�

  R(2p1h/2h1p)�  =� -�



Faddeev RPA method 
The full 2p1h/2h1p polarization propagator also satisfies a 
Bethe-Salpeter-like equation: 
 
 
 
 
 
 
 
 
 
However, this depends on 4-tmes (3 frequancies) and it is 
much more complicatde than the p-h Bethe-Salpeter. 



Faddeev RPA method 
The full 2p1h/2h1p polarization propagator also satisfies a 
Bethe-Salpeter-like equation: 
 
 
 
 
 
 
 
 
 
However, this depends on 4-tmes (3 frequancies) and it is 
much more complicatde than the p-h Bethe-Salpeter. 



Faddeev RPA method 
The full 2p1h/2h1p polarization propagator also satisfies a 
Bethe-Salpeter-like equation: 
 
 
 
 
 
 

 
 
 
Strategy: solve each “pp” and “ph” channel separately, by 
solving the (simpler) DRPA equations. Then couple to a third 
line and mix the corresponding amplitudes # Faddeev eqs.!! 



Faddeev equations for the 2h1p motion 

References: CB, et al., Phys. Rev. C63, 034313 (2001); Phys. Rev. A76, 052503 (2007) 
     Phys. Rev. C79, 064313 (2009) 

Strategy: solve each “pp” and “ph” channel separately, by solving 
the (simpler) DRPA equations. Then couple to a third line and mix 
the corresponding amplitudes # Faddeev eqs.!! 



FRPA: Faddeev summation of RPA propagators 

TDA 

RPA 

• Both pp/hh (ladder) and 
ph (ring) response included 
• Pauli exchange at 2p1h/2h1p 
level 

• All order summation through 
a set of Faddeev equations 

where: 

References: CB, et al., Phys. Rev. C63, 034313 (2001); Phys. Rev. A76, 052503 (2007) 
     Phys. Rev. C79, 064313 (2009) 



Particle vibration coupling is the main cause driving the distribution of 
particle strength—a least close to the Fermi surface…�

n� p�

≡!!
!parMcle!

≡!hole!

…these modes are all resummed exactly and 
to all orders in a ab-initio many-body expansion.!

Faddeev-RPA in two words… 



Correlations & model space (RPA and SM) 

0s 

0p 

1s-0d 

0f-1p (0g9/2) 

…
. 

RPA / QRPA 

Shell Model 

s-d-g 

… 

Open-shell nuclei require 
explicit configuration 
mixing: shell model 
 
 
Faddeev-RPA describes well 
the coupling to collective 
modes—including those 
outside the reach of the 
shell model 
! apply at shell closures!! 



Ladder vs rings interference 
Example of sole “ladder” or “ring” and full mixing 

 
 
 

Phys. Rev. A76, 052503 (2007)�

Atom of Ne 
(10 electrons 

problem)�



•  Global picture of nuclear dynamics 
•  Reciprocal correlations among effective modes 
•  Guaranties macroscopic conservation laws 

gII(ω)�

pp/hh-RPA; two-nucleon transfer�

Π(ph)(ω)�
ph-RPA; response, giant resonances 

optical potential 

Dyson 
Eq.�

Single-
particle 
motion�

S(r,ω)�

Why self-consistency ??? 

Self-Consistent Green’s Function Approach 



gII(ω)�

Π(ph)(ω)�

Dyson 
Eq.�

Vlow-k
 , Λ=1.9 fm-1�

Binding energy 
benchmk, 4He�

[C. B., 
 arXiv:0909.0336] Ionization energies/ 

affinities, in atoms�
[CB, D. Van Neck, 
AIP Conf.Proc.1120,104 (‘09) & in prep] 

Isovector response 
for 32Ar, 34Ar�
Proton 
Pygmy 

[C. B., K. Langanke, et al., Phys Rev. C77, 024304 (2008)] 

IVGDR�

16O(p,γ)�

[C. B., B. K. Jennings 
 Nucl. Phys A758, 395c (2005) 
Phys Rev. C72, 014613 (2005)] 
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16O(e,e’pn)14N @ MAINZ�

[C. B., C. Giusti, et al. 
Phys Rev. C70, 014606 (2004) 
D. Middelton, et al. 
arXiv:0907.1758; EPJA in print] 

Self-Consistent Green’s Function Approach 



Quasiparticle spectrum of 16O (i.e.17F) 

experiment without 3- , 
1- and 0+ 

experiment 

spectrum 
of 16O 

0+ (6.0MeV) 

0+ (g.s.) 

3- (6.1MeV) 

1- (7.1MeV) 



Quasiparticle spectrum of 16O (i.e.17F) 

experiment 

particle on 
the first 0+ 
excited state  

without 3- 
and 1- 

without 3- , 
1- and 0+ 

experiment 

spectrum 
of 16O 

0+ (6.0MeV) 

0+ (g.s.) 

3- (6.1MeV) 

1- (7.1MeV) 



Quasiparticle spectrum of 16O (i.e.17F) 

experiment SCGF/Fadd 

particle on 
the first 0+ 
excited state  

without 3- 
and 1- 

without 3- , 
1- and 0+ 

0+ (6.0MeV) 

0+ (g.s.) 

3- (6.1MeV) 

1- (7.1MeV) 

spectrum 
of 16O 

coupling a proton
to 
3- and 1
phonons in 16O 



Concept of correlations 

Em [MeV]  

σred ≈ S(h) 

10-50 
0p1/2 
0p3/2 

0s1/2 

Spectral function: distribution of 
momentum (pm) and energies (Em) independent 

particle picture 

Saclay data for 16O(e,e’p) 
[Mougey et al., Nucl. Phys. A335, 35 (1980)]�
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Hole spectral function of 16O 
NIKHEF data, 
Leuschner et. al., PRC59, 655 (94) 

C.B. and WD, PRC65, 064313 (02)  

 Results from  
Faddeev 
expansion  and 
SCGF 

ε-
k(MeV) ε-

k(MeV) 
-10 -10 -40 -40 

p shell s shell 
d shell 

experiment experiment 



Hole spectral function of 16O 
NIKHEF data, 
Leuschner et. al., PRC59, 655 (94) 

C.B. and WD, PRC65, 064313 (02)  

 Results from  
FRPA expansion  
of SCGF 

ε-
k(MeV) ε-

k(MeV) 
-10 -10 -40 -40 

p shell s shell 
d shell 

experiment experiment 

(d5/2!p1/2?1)!p1/2?1≈d5/2⊗!3?!

3?!0+!

“4p4h”…?!





High momentum components – where are they? 

Momentum distribution: 
 
 
•  High k components are found 

at high missing energies  
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Interest in short range correlations:
•   a fraction of the total number of nucleons:

-  ∼10% in light nuclei (VMC, FHNC, Green�s function)
-  15-20% in heavy systems (CBF, Green�s function)

•  can explain up to 2/3 of the binding energy [see ex. PRC51, 3040 (�95) for 
16O]
•  influence NM saturation properties [see ex. PRL90, 152501 (�03)]

strength:&~85%& ~15%&
~100MeV! ~300MeV!

Em!

~800MeV/c!
pm!LRC&(parKcle4&&

phonon&couplings)&

SRC&
(binding)&

(Recent review:  Prog. Part. Nucl. Phys. 52 (2004) 337.) 

Distribution of (All) the Nuclear Strength 



Pm&(GeV/C)&

D.Rohe, et. al, Eur. Phys. J. A17, 349 (2003), 
Phys Rev. Lett. 93 182501 (2004). 

Δ!region!

SRC!
correla7ons!

Spectral strength of 12C from exp. E97-006  



D.Rohe, et. Al, 
Eur. Phys. J. 

A17, 349 (2003) 
PRL93 182501 (2004) 

Pm&(GeV/C)&

π!emission!
SRC!
correla7ons!

• !About!0.6!protons!are!found!in!the!correlated!region:!

!in!good!agreement!
with!early!theore7cal!
predic7ons!!

• !what!about!the!
posi7on!of!the!peak?!

Theory vs. measured strength - I  

into account according to [25]. The approach has been
verified on special sets of data where radiative corrections
are large. The other is based on a bin-by-bin comparison
of experimental and Monte Carlo yield, where the Monte
Carlo program simulates the known radiative processes,
multiple scattering, and energy loss of the particles, spec-
trometer transfer matrices, focal plane detector efficien-
cies, the software cuts applied, etc. The parameters of the
model spectral function then are iterated to get agreement
between data and simulation. We have found good agree-
ment between the two procedures.

The resulting S!k; E" at low k; E shows the familiar
features known from low-q !e; e0p" experiments [26]. At
large k; E, we observe the tail resulting from SRC. At very
large missing energy Em, the peak due to multistep inter-
actions involving pion emission from the various nucleon
resonances, appears. The data taken in perpendicular
kinematics lead to a 3 times larger strength compared to
the parallel kinematics, which makes it clear that the
cross sections measured in perpendicular kinematics re-
ceive dominant contributions from multistep reactions
(the most important ones being knockout of another
nucleon by the outgoing proton, and processes involving
meson production); such data then are hardly usable to
determine the correlated strength, but can serve to check
our ability to predict multistep processes.

The !e; e0p" data at low momentum transfer (leading to
knockout protons with low momenta k0) have generally
been analyzed using a distorted-wave Born approxima-
tion (DWBA) description for the outgoing proton. At very
large k0, the effect of the real part of the optical potential
is small, particularly for the continuum strength, where a
small shift in k0 is of little concern due to energy/mo-
mentum dependences which are weak as compared to the
ones in the IP region. The main final state interaction
effect is the absorption of the outgoing proton, which is

taken into account via the transparency factor [23]. For
the analysis of the carbon data, we use T # 0:60. Also
important at large E is the consideration of recoil protons,
which result from two-step processes (see below).

Results.— Here, we concentrate on the overall strength
in the correlated region. Figure 2 gives, for Correlated
Basis Function theory (CBF), a schematical breakdown of
the various regions of interest in the missing energy Em
and the missing momentum pm plane, the quantities that
are experimentally defined and identifiable —in PWIA—
with k; E. The strength corresponding to the IP motion at
low k; E amounts to $80% for the CBF calculation [3]. In
some of the regions, IP and SRC strength overlap and
cannot be separated. In the shaded region, the strength
from SRC is measurable with the kinematics employed in
the present experiment. The shaded region at large Em is
bounded by a cut that excludes unwanted contributions
from ! excitation and ! production. These processes have
been modeled using MAID [27] to study possible contri-
butions in our region of interest.

In this shaded region, we find the strength listed in
Table I. It is compared to the strength predicted by theory
and integrated over the same region of k; E. This com-
parison is slightly dependent on the limits of the shaded
area as the k and E dependence of experimental and
theoretical S!k; E" are not the same (Fig. 3); for the
present comparison, we will ignore this minor effect.

The result shown in Table I has been obtained using the
off-shell e-p cross section "CC [21]; for this treatment,
the best agreement of the resulting S!k; E" from different
kinematics (kin3, kin4, kin5) is found. The uncertainty
quoted includes an estimate for the uncertainty due to the
off-shell cross section (judging from difference of
strength obtained using the cross sections "CC1 and
"CC2 of [29]). The error does not contain an uncertainty
for the transparency factor used to correct for final-state
interactions (FSI) because this value is commonly ac-
cepted and in agreement with the Glauber calculations
of several authors. The statistical error is negligible.

For the kinematics of Fig. 1, the dominant multistep
process is rescattering of the knocked out nucleon by
another nucleon. Barbieri [30,31] has calculated this pro-
cess using Glauber theory and an in-medium N-N cross
section accounting for Pauli blocking. He finds, in agree-
ment with our data, that the multistep contribution is
much smaller for parallel kinematics. For the experimen-
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FIG. 2 (color online). Breakdown of the strength from CBF
theory in various integration regions. Numbers in percent. The
shaded area is used to determine the correlated strength acces-
sible in this experiment. The region labeled ‘‘76’’ contains the
IP plus a fraction of the correlated strength.

TABLE I. Correlated strength, integrated over shaded area of
Fig. 2 (quoted in terms of the number of protons in 12C.)

Experiment 0:61% 0:06

Greens Function Theory [28] 0.46
CBF Theory [3] 0.64
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• Theory!reproduces!the!
total!amount!of!
correlated!strength!and!
its!shape!

• The!exact!posi7on!of!
the!correlated!peak!
depends!on!the!
par7cular!many?body!
approach!and!(NN!
interac7on?)!used.!

Theory vs. measured strength - II  



  Comparison to Experiment in Parallel 
Kinematics – 12C 
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Pion!produc7on!
at!very!high!
missing!energies!
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Using the G-matrix for 
renormalizing SRC 

•  Strong short-range cores require “renormalizing” the 
interaction: 
–  G-matrix, SRG, Lee Suzuki, Bloch-Horowitz, … 

•  Long-range correlations ! FRPA/ADC(3) !! 



Treating short-range correlations directly…  

•  Non perturbative expansion of the self-energy: 

static part 
energy dep. part 

R(2p1h) Σ$(ω) = R(2h1p) 



Treating short-range correlations directly…  

•  Non perturbative expansion of the self-energy: 

•  2 nucleons in free space: ! solve for the scatt. matrix… 

static part 
energy dep. part 

T(ω) 
T(ω) 

= + )(
2/)(

1)( 22 ω
ηω

ω T
imkk

VVT
ba ++−

+=

R(2p1h) Σ$(ω) = R(2h1p) 



Treating short-range correlations directly…  

•  Non perturbative expansion of the self-energy: 

static part 
energy dep. part 

R(2p1h) Σ$(ω) = R(2h1p) 

•  2 nucleons in medium: ! resum pp ladders… 

Γ(ω) 
Γ(ω) 

= + Γ(ω ) ≈V +V [1− n(ka )][1− n(kb )]
ω − (ka

2 + kb
2 ) / 2m+ iη

Γ(ω )



Treating short-range correlations directly…  

•  Non-perturbative expansion of the self-energy: 

static part 
energy dep. part 

R(2p1h) Σ$(ω) = R(2h1p) 

•  Identify the pp resummations (which account for short 
range correlations) in the expansion of R(ω): 

Σ$(ω) = 
Γ(ω) 

+ + … 

(long-range 
 effects) 

• Inside the MS: 
!ladders already 
accouted by FRPA 

• Outside the MS: 
! one still NEEDS to 
resum ladders 



Treating short-range corr. with a G-matrix  

•  The short-range core can be treated by resumming 
ladders outside the model space: 

Γ(ω) 
Γ(ω) 

= + 

… 

Q 

P 

Γ(ω ) ≈V +V [1− n(ka )][1− n(kb )]
ω − (ka

2 + kb
2 ) / 2m+ iη

Γ(ω )



Treating short-range corr. with a G-matrix  

•  The short-range core can be treated by resumming 
ladders outside the model space: 

G(ω) 
G(ω) 

= + 

… 

Q 

P 

)(
2/)(

ˆ
)( 22 ω

ηω
ω G

imkk
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+=



Treating short-range corr. with a G-matrix  

•  The short-range core can be treated by summing 
ladders outside the model space: 

)(
2/)(

ˆ
)( 22 ω

ηω
ω G

imkk
QVVG
ba ++−

+=

Σ$(ω) = 
G(ω) 

+ + 

(long-range 
effects) 

F-RPA + … 

+ F-RPA = + … 

G(ω) 

… 

Q 

P 



Treating short-range corr. with a G-matrix  

•  The short-range core can be treated by summing 
ladders outside the model space: 

G(ω) 
= 

Near EF: long-range / SM-like physics 
! stronger eff. interaction 

Deeply bound “orbits”: binding! 
the  HF mean-field is weaker 

# It is NOT optimal to fix the starting energy in G(ω) 
at the HF/mean field level !! 



Treating short-range corr. with a G-matrix  

•  The short-range core can be treated by summing 
ladders outside the model space: 

G(ω) 
= 

Two contributions to the derivative: 
-                  is due to scattering to (high-k) states in the Q space 
-                  accounts for low-energy (long range) correlations 



G-matrix based applications 



Some details of calculations 

16O ! 

48Ca, 56Ni, 
etc…  ! 

• 8 major oscillator shells 
(see also R. Roth’s talk) 
• G-matrix derived  
       from Argonne v18 
• Full self-consistency 

• Up to 10 major oscillator shells 
• G-matrix derived from N3LO + Coulomb 
• Monopole correction to mock 3NF 
• Partial self-consistency only for the 
mean-field 

[CB, Phys. Lett. B643, 268 (2006)] 

17O�

15O�



Single neutron levels around 16O with FRPA 

(AV18) 

VUCOM Argonne v18 
(G-matrix) 

Exp.[MeV] 

spin-orbit: 

Ed3/2-Ed5/2 3.9 3.5 5.08 
Ep1/2-Ep3/2 4.5 3.1 6.18 

p-h gap: 

Ed3/2-Ep1/2 19.3 16.5 16.6 
Es1/2-Ep1/2 14.6 12.2 12.4 
Ed5/2-Ep1/2 15.4 13.0 11.5 [CB, Phys. Lett. B643, 268 (2006)] 

•  particle-hole gap accurate with a G-matrix with ω-dependence 

• p3/2-p1/2 spin-orbit splitting agrees with ≈3.4MeV from variational  
Monte Carlo (VMC) [S. Pieper et al. Phys. Rev. Lett. 70 (’93) 2541, using AV14] 



Single neutron levels around 16O with FRPA 

17O�

15O�

17O�

15O�

[CB, Phys. Lett. B643, 268 (2006)] 

•  particle-hole gap accurate with a G-matrix with ω-dependence 

• p3/2-p1/2 spin-orbit splitting agrees with ≈3.4MeV from variational  
Monte Carlo (VMC) [S. Pieper et al. Phys. Rev. Lett. 70 (’93) 2541, using AV14] 



Spectral Function of 56Ni 

neutron)
removal�

neutron)
addi0on�

sca3ering�

56Ni�

[CB,!M.Hjorth?Jensen,!Pys.!Rev.!C79,!064313!(2009)!
CB,!Phys.!Rev.!LeM.!103,!202502!(2009)]!

Faddeev?RPA!(FRPA)!calcula7ons!



Neutron spectral distribution of 56Ni 
55Ni  !" 57Ni�
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N3LO interaction + monopole corr.� [CB, M.Hjorth-Jensen, Pys.Rev.C79, 064313 (2009)] 



Spectroscopic Factors 



Quenching of absolute spectroscopic factors�

Overall quenching of spectroscopic 
factors! is driven by: 
SRC          "  ~10% 
part-vibr. coupling " dominant 
“shell-model“    " in open shell 
-

[CB,!Phys.-Rev.-LeT.!103,!202520!(2009)]-

S 5
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3  SHELL  
MODEL�

2 PARTICLE-VIBRATION  
COUPLING�

1  SHORT RANGE  
CORRELATIONS�

57Ni 

55Ni 

3�1�
2   +  3�

…with analogous conclusions for 48Ca!

56Ni 
NN-N3LO(500) 



Spectroscopic factors @ limits of stability 

174 A. Gade, T. Glasmacher / Progress in Particle and Nuclear Physics 60 (2008) 161–224

Fig. 6. One-nucleon knockout schematics. A nucleon is removed from the projectile upon peripherally colliding with
a light target, here 9Be. Gamma-ray spectroscopy in coincidence with the knockout residue serves to identify the final
state. The longitudinal momentum distribution of the residue provides information on the ⌥-value of the knocked-out
nucleon. Adapted with permission from [75].
c⇥ 2003, by Macmillan Publishers Ltd: Nature.

At the NSCL, direct one-nucleon knockout reactions from fast exotic beams have been
developed into a powerful tool to extend the detailed study of the nuclear wave function to short-
lived species [73,74]. In the collision of a fast projectile beam with a light, absorptive target,
typically 9Be, a neutron or proton is removed from the projectile in a single-step, direct reaction:
9Be (AZ, A�1Z + ⇥ )X and 9Be (AZ, A�1Z � 1 + ⇥ )X. The shape of the longitudinal momentum
distribution of the heavy residue carries the information on the orbital angular momentum (⌥-
value) of the knocked-out nucleon – in analogy to the angular distributions in the conventional,
low-energy transfer reactions. Gamma-ray spectroscopy in coincidence with the projectile-like
knockout residue provides the identification of the final state. In comparison to reaction theory,
spectroscopic factors, which relate to the occupation number of single-particle orbitals, can
be derived from measured partial cross sections to individual final states of the residue. One-
nucleon knockout reactions thus provide an identification of single-particle components in the
ground state wave function of the unstable projectile and a measure of the relative separation
and occupation of singe-particle levels. These quantities allow for detailed tracking of changes
in nuclear structure beyond the valley of � stability on the level of the single-particle degree of
freedom. The relative location of single-particle orbits and their occupation by nucleons provide
benchmark tests for modern theories – for ab initio calculations applicable for light nuclei below
mass A = 12 as well as for many-body shell-model approaches that are largely based on effective
interactions.

At intermediate beam energies (⇤50 MeV/nucleon), a theoretical description [76,77] in
the framework of straight-line trajectories (eikonal approach) and sudden approximation is
applicable. Therefore, the model dependence is reduced compared to the classical low-energy
transfer reactions, whose calculation involves the Distorted Wave Born Approximation (DWBA)
or higher-order formalisms, and which depend strongly on entrance- and exit-channel optical
model potentials [78] that have not been established for nuclei with extreme neutron-to-proton
ratios.

One-nucleon knockout reactions at intermediate beam energies have been successfully applied
at rates of less than 1 particle/s. The high sensitivity is tied to the high-beam energy that (i) allows
for the use of thick targets to enable high-luminosity experiments with low beam rates, (ii) leads
to strongly forward-focused reaction residues and (iii) ensures an optimum signal-to-noise ratio
from event-by-event particle tracking in the entrance and all exit channels.

A. GADE et al. PHYSICAL REVIEW C 77, 044306 (2008)
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FIG. 6. (Color online) Reduction of the measured nucleon knock-
out cross sections (spectroscopic strength) relative to theoretical
values as a function of the difference in separation energies of
the two nucleon species, !S (see text). The data points are from
Refs. [5,13–16,19,24]. Those from the present work, labeled 24Si and
28S, appear on the extreme left- and right-hand sides of the figure.
Only experimental uncertainties are included.

of the differences in separation energies of the deficient and
excess nucleon species in the projectile, !S. For proton
removal we define !S = Sp − Sn and for neutron removal
!S = Sn − Sp, where Sn and Sp are the effective nucleon
separation energies. The quantity !S is a measure of the
asymmetry of the Fermi surfaces in each nucleus. !S takes
on large negative values for reactions where a weakly bound
nucleon of the excess species is removed and large positive
values for reactions where a strongly bound nucleon of the
deficient species is removed.

The plot includes data points from both heavy-ion-induced
one-proton and one-neutron knockout reactions and from
the electron-induced proton removal from stable nuclei.
Unlike the earlier comparisons of the (e, e′p) spectroscopic
strengths with the extreme independent-particle model, that
yield factors Rs ≈ 0.6-0.7, here we compare with shell-model
spectroscopic factors, as was carried out in Ref. [24]. Near
!S = 0 — the stable and well-bound systems — the values
cluster around reduction factors Rs ≈ 0.5–0.7, with heavy-ion
and electron-induced knockout in agreement. At the extremes
of nuclear binding, reduction factors Rs ≈ 0.25–0.40 are
found in the removal of a nucleon of the deficient species [e.g.,
the results from the present study of (24Si,23Si) and (28S,27S),
whereas the reduction factors are much closer to unity, with
Rs ≈ 0.80–1.0, when the removed nucleon is in excess (e.g.,
the results from the present study of (24Si,23Al) and (28S, 27P)].
The results of the present work fit nicely into the existing
systematics and give additional support to the suggestion
that the strength of correlation effects, missing to an (as yet)
unknown extent from effective interaction theories — here the
shell model — depend on the asymmetry of the two nucleon
Fermi surfaces. The present work suggests an enhancement of
the correlation effects experienced by strongly bound valence
nucleons of the deficient type and weakened correlations of
the excess nucleons at the weakly bound Fermi surface.
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FIG. 7. (Color online) Deduced values of Rs for the reactions
9Be(24Si,23Al)X and 9Be(24Si,23Si)X as obtained using different
Skyrme parametrizations as input to the HF calculations used for
the reaction methodology. The Rs factors obtained when using the
Skm∗, Sly4, Bsk9, Skxs15, Skxs20, and Skxs25 interactions agree
within the quoted uncertainties on the value deduced using the SkX
Skyrme parametrization used here. The SkX values are indicated by
the horizontal lines.

Finally, we address the sensitivity of the reaction method-
ology to details of the Skyrme interaction used to constrain
the residue densities and the rms radii rsp of the wave
functions of the removed nucleons. Figure 7 shows the
deduced suppression factors Rs for the reactions 9Be (24Si,
23Al)X and 9Be(24Si, 23Si)X for several different Skyrme
parametrizations, including the SkX model, favored here.

As mentioned in Sec. III, we use the SkX Skyrme inter-
action [35] for the nuclear densities and single-particle rms
radii because it has been extensively tested with regard to size
and binding energy observables [36–38]. But there are other
Skyrme parameter sets available. The main difference between
them can be related to the nuclear-matter incompressibility K
and the slope of the neutron equation-of-state near nuclear-
matter density Pn. Pn is correlated with the neutron-skin
thickness in nuclei with N ̸= Z [52] and hence can be a
source of uncertainty for the densities and single-particle radii
in nuclei far from stability. The SkX interaction has a relatively
large incompressibility, K = 270 MeV, and a neutron skin of
T = rn − rp = 0.16 fm for 208Pb, where rp/n is the rms radius
for protons/neutrons. Thus, we need to test the sensitivity of
our results to reasonable variations in the Skyrme parameters
related to these quantities. The results for one-proton and
one-neutron removal from 24Si are shown in Fig. 7. Skm∗ [53]
is used because it gives a slightly better surface diffuseness for
the charge density [37,54] compared to SkX. This change can
be traced to a smaller nuclear matter incompressibility, which
is smaller for Skm∗ (K = 215 MeV) compared to SkX. The
recent Skxs15, Skxs20, and Skxs25 Skyrme interactions [54]
represent a reasonable variation of neutron-skin thickness in
208Pb [52], with T = 0.15, 0.20, and 0.25 fm, respectively,
and all have K = 200 MeV. We also compare to results
with the widely used Sly4 interaction [55] (K = 230 MeV
and T = 0.16 fm) and with the Bsk9 interaction [56] ob-
tained from a recent global fit to binding energies together
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fair agreement obtained for the calculation of the 16O rms
radii performed with the SLy4 interaction [31] compared to
the values deduced from 16Oðe; e0pÞ15Ngs and 15N3=2#
analyses [5], both states with large SFs. We thus adopted
the HFB radii calculated for the 0p wave functions for 14O
and 18O and deduced the corresponding values of r0. The
same calculation was done with other Skyrme interactions,
always in fair agreement with the 16Oðe; e0pÞ results, from
which we deduced a variance for r0.

The calculated angular distributions were normalized to
the data by a factor C2Sexp, which defines a so-called
experimental SF. C2Sexp are mainly sensitive to the most
forward angles, and so little sensitive to the details of the
nuclear potentials. C2Sexp strongly depend on radii with
!SF=SF $ 6!rrms=rrms in the 14Oðd; tÞ analysis.

We first reanalyzed published data for single nucleon
pickup reactions at about the same incident energy in direct
kinematics [19–21] on 16O and 18O targets. The angular
distributions were well reproduced in all cases by CRC
calculations. For 16Oðd; 3HeÞ at 14 and 26 MeV=nucleon,
we obtained same C2Sexp, which confirms the energy in-
dependence of the analysis. For the 14O (d, 3He) and
14O (d; t) transfers, the shape of the angular distributions

is nicely reproduced (Fig. 2) by the CRC calculations
assuming a !l ¼ 1 transferred angular momentum, as
expected from the transfer of a 0p nucleon.
In the second approach, we employed ab initio SFs and

OFs obtained from the single-particle Green’s function in
the third order algebraic diagrammatic construction
method [ADC(3)] [14,32]. Calculations were based on
chiral two-body next-to-next-to-next-to leading order
(N3LO) [33] plus three-body next-to-next-to leading order
(N2LO) [34] interactions evolved to a cutoff ! ¼
1:88 fm#1, as introduced in Ref. [35]. All microscopic
OFs were further rescaled in coordinate space by the
same factor (i.e., introducing only one phenomenological
correction) to account for differences of predicted [30] and
experimental rms radius of 16O. The OFs corresponding to
the removal of main peaks at large and small nucleon
separation energies are shown in Figs. 3(a) and 3(b),
respectively, and compared to the Wood-Saxon prescrip-
tion. We note very little radial difference in the removal of
the strongly bound neutron in 14O.
We give in Table I the normalizations C2Sexp for the two

kinds of OFs. From theoretical SFs inputs, either micro-
scopic ab initio SFs [30] or shell-model SFs, we obtain a
theoretical value "thð#Þ and the reduction factor Rs ¼
"expð#Þ="thð#Þ. For shell-model SFs, we performed two
calculations with different valence space and interaction:
(i) in the 0pþ 2@! valence space with Oxbash [36] and
the WBT interaction [37] shown in Table I (here the active
orbitals are 0p3=2 and 0p1=2 and only 2p2h excitations
toward the sd orbitals are allowed), and (ii) in the
0p1s0d valence space with Nushellx [38] and a new inter-
action [39]. With the WBT interaction, we find good
agreement for the energies of the listed states, while with
the new interaction the energies of excited states in 13N and
15N disagree by several MeV. Finally, we show the reduc-
tion factor Rs, also plotted in Figs. 4(a) and 4(b), for WS
and microscopic OFs, respectively. In the total uncertainty,
we set apart in a box the uncertainties originating from the
analysis: (i) imperfect knowledge of entrance and exit
potentials, and (ii) the variance in the calculation of rms
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FIG. 3 (color online). Radial dependence of (a), (b) the OFs for
WS and microscopic (SCGF) [30] form factors normalized to 1;
(c), (d) the OF difference $ (SCGF#WS).

TABLE I. The normalization C2Sexp for two OFs, phenomenological (WS) and microscopic (SCGF) [30]. For the WS OF, the
r0 values were chosen to reproduce RHFB

rms , except for
16O for which Rrms was taken from (e, e0p) data (see text). The SFs C2Sth are

obtained from shell-model calculations with the WBT interaction. In the second part, the analysis was performed with microscopic
OFs and SFs. The two errors for C2Sexp and Rs are the experimental and analysis errors.

RHFB
rms r0 C2Sexp C2Sth Rs C2Sexp C2Sth Rs

Reaction E' (MeV) J% (fm) (fm) (WS) 0pþ 2@! (WS) (SCGF) (SCGF) (SCGF)

14O (d, t) 13O 0.00 3=2# 2.69 1.40 1.69 (17)(20) 3.15 0.54(5)(6) 1.89(19)(22) 3.17 0.60(6)(7)
14O (d, 3He) 13N 0.00 1=2# 3.03 1.23 1.14(16)(15) 1.55 0.73(10)(10) 1.58(22)(2) 1.58 1.00(14)(1)

3.50 3=2# 2.77 1.12 0.94(19)(7) 1.90 0.49(10)(4) 1.00(20)(1) 1.90 0.53(10)(1)
16O (d, t) 15O 0.00 1=2# 2.91 1.46 0.91(9)(8) 1.54 0.59(6)(5) 0.96(10)(7) 1.73 0.55(6)(4)
16O (d, 3He) 15N [19,20] 0.00 1=2# 2.95 1.46 0.93(9)(9) 1.54 0.60(6)(6) 1.25(12)(5) 1.74 0.72(7)(3)

6.32 3=2# 2.80 1.31 1.83(18)(24) 3.07 0.60(6)(8) 2.24(22)(10) 3.45 0.65(6)(3)
18O (d, 3He) 17N [21] 0.00 1=2# 2.91 1.46 0.92(9)(12) 1.58 0.58(6)(10)
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fair agreement obtained for the calculation of the 16O rms
radii performed with the SLy4 interaction [31] compared to
the values deduced from 16Oðe; e0pÞ15Ngs and 15N3=2#
analyses [5], both states with large SFs. We thus adopted
the HFB radii calculated for the 0p wave functions for 14O
and 18O and deduced the corresponding values of r0. The
same calculation was done with other Skyrme interactions,
always in fair agreement with the 16Oðe; e0pÞ results, from
which we deduced a variance for r0.

The calculated angular distributions were normalized to
the data by a factor C2Sexp, which defines a so-called
experimental SF. C2Sexp are mainly sensitive to the most
forward angles, and so little sensitive to the details of the
nuclear potentials. C2Sexp strongly depend on radii with
!SF=SF $ 6!rrms=rrms in the 14Oðd; tÞ analysis.

We first reanalyzed published data for single nucleon
pickup reactions at about the same incident energy in direct
kinematics [19–21] on 16O and 18O targets. The angular
distributions were well reproduced in all cases by CRC
calculations. For 16Oðd; 3HeÞ at 14 and 26 MeV=nucleon,
we obtained same C2Sexp, which confirms the energy in-
dependence of the analysis. For the 14O (d, 3He) and
14O (d; t) transfers, the shape of the angular distributions

is nicely reproduced (Fig. 2) by the CRC calculations
assuming a !l ¼ 1 transferred angular momentum, as
expected from the transfer of a 0p nucleon.
In the second approach, we employed ab initio SFs and

OFs obtained from the single-particle Green’s function in
the third order algebraic diagrammatic construction
method [ADC(3)] [14,32]. Calculations were based on
chiral two-body next-to-next-to-next-to leading order
(N3LO) [33] plus three-body next-to-next-to leading order
(N2LO) [34] interactions evolved to a cutoff ! ¼
1:88 fm#1, as introduced in Ref. [35]. All microscopic
OFs were further rescaled in coordinate space by the
same factor (i.e., introducing only one phenomenological
correction) to account for differences of predicted [30] and
experimental rms radius of 16O. The OFs corresponding to
the removal of main peaks at large and small nucleon
separation energies are shown in Figs. 3(a) and 3(b),
respectively, and compared to the Wood-Saxon prescrip-
tion. We note very little radial difference in the removal of
the strongly bound neutron in 14O.
We give in Table I the normalizations C2Sexp for the two

kinds of OFs. From theoretical SFs inputs, either micro-
scopic ab initio SFs [30] or shell-model SFs, we obtain a
theoretical value "thð#Þ and the reduction factor Rs ¼
"expð#Þ="thð#Þ. For shell-model SFs, we performed two
calculations with different valence space and interaction:
(i) in the 0pþ 2@! valence space with Oxbash [36] and
the WBT interaction [37] shown in Table I (here the active
orbitals are 0p3=2 and 0p1=2 and only 2p2h excitations
toward the sd orbitals are allowed), and (ii) in the
0p1s0d valence space with Nushellx [38] and a new inter-
action [39]. With the WBT interaction, we find good
agreement for the energies of the listed states, while with
the new interaction the energies of excited states in 13N and
15N disagree by several MeV. Finally, we show the reduc-
tion factor Rs, also plotted in Figs. 4(a) and 4(b), for WS
and microscopic OFs, respectively. In the total uncertainty,
we set apart in a box the uncertainties originating from the
analysis: (i) imperfect knowledge of entrance and exit
potentials, and (ii) the variance in the calculation of rms
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FIG. 3 (color online). Radial dependence of (a), (b) the OFs for
WS and microscopic (SCGF) [30] form factors normalized to 1;
(c), (d) the OF difference $ (SCGF#WS).

TABLE I. The normalization C2Sexp for two OFs, phenomenological (WS) and microscopic (SCGF) [30]. For the WS OF, the
r0 values were chosen to reproduce RHFB

rms , except for
16O for which Rrms was taken from (e, e0p) data (see text). The SFs C2Sth are

obtained from shell-model calculations with the WBT interaction. In the second part, the analysis was performed with microscopic
OFs and SFs. The two errors for C2Sexp and Rs are the experimental and analysis errors.

RHFB
rms r0 C2Sexp C2Sth Rs C2Sexp C2Sth Rs

Reaction E' (MeV) J% (fm) (fm) (WS) 0pþ 2@! (WS) (SCGF) (SCGF) (SCGF)

14O (d, t) 13O 0.00 3=2# 2.69 1.40 1.69 (17)(20) 3.15 0.54(5)(6) 1.89(19)(22) 3.17 0.60(6)(7)
14O (d, 3He) 13N 0.00 1=2# 3.03 1.23 1.14(16)(15) 1.55 0.73(10)(10) 1.58(22)(2) 1.58 1.00(14)(1)

3.50 3=2# 2.77 1.12 0.94(19)(7) 1.90 0.49(10)(4) 1.00(20)(1) 1.90 0.53(10)(1)
16O (d, t) 15O 0.00 1=2# 2.91 1.46 0.91(9)(8) 1.54 0.59(6)(5) 0.96(10)(7) 1.73 0.55(6)(4)
16O (d, 3He) 15N [19,20] 0.00 1=2# 2.95 1.46 0.93(9)(9) 1.54 0.60(6)(6) 1.25(12)(5) 1.74 0.72(7)(3)

6.32 3=2# 2.80 1.31 1.83(18)(24) 3.07 0.60(6)(8) 2.24(22)(10) 3.45 0.65(6)(3)
18O (d, 3He) 17N [21] 0.00 1=2# 2.91 1.46 0.92(9)(12) 1.58 0.58(6)(10)
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radii (and consequently of r0) due to different Skyrme
interactions, provided the rms radii of 15N extracted from
(e, e0p) [5] are reproduced. All the other experimental
uncertainties are accounted for by the error bars displayed
on Fig. 4. A rather flat trend is found without the need
for the large asymmetry dependence suggested by inter-
mediate energy knockout data analyzed with the eikonal
formalism [10]. For a quantitative evaluation, we fitted
the reduction factor with a linear dependence Rs¼
!"!Sþ". We obtained mean values for ! and " with
associated errors from a minimization over the 48 data sets,
considering (i) eight combinations of optical potentials for
the entrance and exit channels, (ii) three Skyrme interac-
tions to calculate the rms radii, and (iii) the two above-
mentioned shell-model calculations.

For the WS OF, the reduction factor Rs ¼ 0:538ð28Þð18Þ
(for !S ¼ 0 nuclei) is in agreement with Ref. [9] and the
slope parameter ! ¼ 0:0004ð24Þð12Þ MeV&1, therefore
consistent with zero. The first standard error obtained
over one data set depends on the experimental uncertain-
ties; the second one comes from the distribution over the 48
data sets. Within the error bars, the data do not contradict
the weak dependence found by ab initio calculations, with
!0 ¼ &0:0039 MeV&1 between the two 14O points in
Ref. [7], although the calculated !S is much reduced
compared to the experimental value.

Despite different OFs and SFs, the analysis
performed with the ab initio OF [30] provides very
similar results with Rsð!S¼0Þ¼0:636ð34Þð42Þ and !¼
&0:0042ð28Þð36ÞMeV&1, with calculated !S¼17:6MeV
[Fig. 4(b)].
In summary, we measured exclusive differential cross

sections at 18 MeV=nucleon for the 14Oðd; tÞ13O and
14Oðd; 3HeÞ13N transfer reactions and elastic scattering.
WS OFs with a constraint on HF radii and microscopic
OFs (obtained from SCFG theory) have been compared for
the first time for symmetric and very asymmetric nuclei
and gave similar results. We extracted the reduction factors
Rs over a high asymmetry range, !S ¼ '18:5 MeV, for
oxygen isotopes. From the good agreement between the
CRC calculations and the set of transfer data highlighted in
our work, the asymmetry dependence is found to be non-
existent (or weak), within the error bars. This result is in
agreement with ab initio Green’s function and coupled-
cluster calculations [7,14], but contradicts the trend
observed in nucleon knockout data obtained at incident
energies below 100 MeV=nucleon and analyzed with the
sudden-eikonal formalism. The disagreement of the two
systematic trends from knockout and transfer calls for a
better description of so-called direct reaction mechanisms
in order that a consistent picture of nuclear structure
emerges from measurements at different incident energies.
The authors thank N. T. Timofeyuk and N. Alamanos for

enlightening discussions and P. Navrátil for providing
evolved two- and three-body interactions relevant to this
study. This work was supported by LIA COPIGAL and
POLONIUM PHC under Grant No. 22470XA. Theoretical
work was supported by the UK’s STFC Grant No. ST/
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overlap ratios at larger radii comes from the fact that the
p1=2 proton orbital become more and more bound as more
neutrons are added to 16O. For 14O the p1=2 proton is less
bound with respect to 16O, resulting in a bend upward. As
we approach the neutron dripline, the one-neutron emis-
sion thresholds for the oxygen isotopes and their neighbor-
ing nitrogen isotopes get closer to the scattering threshold.
Clearly, the tail of the wave functions will play a more
important role as the outermost neutrons get closer to the
scattering threshold. It is exactly this effect we observe in
our calculations of the SFs for proton removal. Using a HF
basis of purely harmonic oscillator wave functions, the
density in the interior region of the nucleus is overesti-
mated, while the density is shifted towards the tail when
using a basis with correct asymptotic behavior. One should
note that the nitrogen isotopes for a given neutron number
are more loosely bound than their corresponding oxygen
isotones, and this is the essential reason for the reduction.
For 28O and 27N, no experimental values are available but
if 28O exists it will be very loosely bound and we may
assume that 27N is unbound.

Finally, we show in Fig. 3 the SFs of the proton and
neutron states closest to the Fermi surface (for protons
the p1=2-state), as a function of the difference between the
computed proton and neutron separation energies. The
results here agree excellently with similar interpretations
made in Refs. [9,10]. One sees clearly an enhancement of
correlations for the strongly bound, deficient nucleon
species with increasing asymmetry.

In conclusion, we have found a large quenching of the
spectroscopic factors for the deeply-bound proton states
near the Fermi surface in the neutron-rich oxygen isotopes.
This can be ascribed mainly to many-body correlations
arising from a proper treatment of neutron scattering states.
These results agree nicely with the mathematical analysis
performed by Michel et al. [19]. This result for the oxygen

isotopes is similar to what has been inferred from neutron
knockout reaction cross sections for deeply-bound neutron
states near the Fermi surface in proton-rich sd-shell nuclei
[9,10]. Clearly, more work is needed to confirm the con-
nection; experiments for proton knockout from oxygen
should be undertaken and many-body calculations for
proton-rich, heavy nuclei need to be carried out.
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included all single-particle states spanned by 17 major
oscillator shells.

Figure 1 shows the calculated SFs for removing a proton
in the p1=2 and p3=2 partial waves of 14;16;22;24;28O. We
compare our calculations of the SFs to calculations using
an HF basis built entirely from harmonic oscillator basis
functions (HF-OSC, dashed lines). The results are obtained
with an harmonic oscillator energy @! ¼ 30 MeV. Our
calculations of the SFs depend weakly on the harmonic
oscillator frequency, see, for example, Ref. [12]. The p1=2

and p3=2 proton orbitals are close to the Fermi level. In a
traditional shell-model picture we would therefore expect
SFs close to unity for such states. However, we find a
significant quenching of the SFs due to the coupling-to-
continuum degrees of freedom. The calculations done with
a HF-OSC basis show no significant quenching, and illus-
trate clearly the limitation of the harmonic oscillator basis
representation of weakly bound, neutron-rich nuclei. This
observation agrees also nicely with the analysis of Michel
et al. [19]. There, the authors demonstrate that the energy
dependence of SFs due to an opening of a reaction channel
can only be described properly in shell-model calculations
if correlations involving scattering states are treated
properly.

In our calculations the closed-shell oxygen isotopes
14;16;22;24;28O are all bound with respect to neutron emission
(for this particular N3LO interaction with cutoff ! ¼
500 MeV). In particular, we get 28O bound by 3.67 MeV
with respect to one-neutron emission. However, starting
from anN3LO interaction with a cutoff! ¼ 600 MeV, we
get 28O unbound with respect to four-neutron emission and
24O, as seen in Ref. [20]. To judge the theoretical basis for

the demonstrated continuum effect, we also computed SFs
for the proton removal from 14;16;22O using the ! ¼
600 MeV N3LO interaction model. We found similar re-
sults as for the ! ¼ 500 MeV N3LO interaction model,
and conclude that the theoretical uncertainties related to
short-range correlations do not seem to impair the results
reported here.
To further understand the role of correlations beyond

mean-field we compared the SF for p1=2 proton removal
from 24O for three different approximations to jAi and
jA" 1i. To get bound solutions for 24O in simpler calcu-
lation schemes, we softened the N3LO interaction through
similarity renormalization group (SRG) methods [21]. For
each approximation we considered three values of the SRG
flow parameter ! ¼ 3:2, 3.4, 3:6 fm"1. First, in the crudest
approximation, using a mean-field HF solution for jAi and
jA" 1i, the SFs are by definition equal to unity. Secondly,
we used a HF solution for jAi while jA" 1i was approxi-
mated by one-hole and two-hole-one-particle excitations
on the HF ground state jAi. In this case we observed about
15%–20% reduction in the SFs. Finally, our EOM-CC
approach in Eq. (2), gave a reduction of 20%–25% over
the range of ! considered. This clearly shows the impor-
tance of correlations beyond the mean-field. Varying the
SRG flow parameter from 3:2 fm"1 to 3:6 fm"1 we found
that the SFs varied from 0.79 to 0.75, illustrating the role of
short-range correlations.
The shape of the calculated overlap functions reveals

more information. In order to probe the sensitivity of the
tail of the overlap functions as we move towards 28O, we
compute the ratios of the absolute square of the radial
overlap functions to the jh15Njaljj16Oij2 radial overlap
function. These results are shown in Fig. 2 for the p1=2

proton state (the p3=2 proton state shows a very similar
pattern). A notable reduction of these norms towards more
neutron-rich nuclei is seen. The downward dip of the
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We present microscopic coupled-cluster calculations of the spectroscopic factors for proton removal

from the closed-shell oxygen isotopes 14;16;22;24;28O with a chiral nucleon-nucleon interaction at next-to-

next-to-next-to-leading order. We include coupling-to-continuum degrees of freedom by using a Hartree-

Fock basis built from a Woods-Saxon single-particle basis. This basis treats bound and continuum states

on an equal footing. We find a significant quenching of spectroscopic factors in the neutron-rich oxygen

isotopes, pointing to enhanced many-body correlations induced by strong coupling to the scattering

continuum above the neutron emission thresholds.
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The concept of independent particle motion, and mean-
field approaches based thereupon, has played and contin-
ues to play a fundamental role in studies of quantum
mechanical many-particle systems. From a theoretical
standpoint, a single-particle (or quasiparticle) picture of
states near the Fermi surface offers a good starting point for
studies of systems with many interacting particles. For
example, the success of the nuclear shell model rests on
the assumption that the wave functions used in nuclear
structure studies can be approximated by Slater determi-
nants built on various single-particle states. The nuclear
shell model assumes thus that protons and neutrons move
as independent particles with given quantum numbers,
subject to a mean field generated by all other nucleons.
Deviations from such a picture have been interpreted as a
possible measure of correlations. Indeed, correlations are
expected to reveal important features of both the structure
and the dynamics of a many-particle system beyond the
mean-field picture.

In a field like nuclear physics, where the average density
in nuclei is high and the interaction between nucleons is
strong, correlations beyond the independent-particle mo-
tion are expected to play an important role in spectroscopic
observables. Experimental programs in low-energy nuclear
physics aim at extracting information at the limits of
stability of nuclear matter. Correlations which arise when
moving towards either the proton or the neutron dripline
should then provide us with a better understanding of shell
structure and single-particle properties of nuclei. So-called
magic nuclei are particularly important for a fundamental
understanding of single-particle states outside shell clo-
sures, with wide-ranging consequences spanning from our
basic understanding of nuclear structure to the synthesis of
the elements [1,2]. Unfortunately, the correlations in
many-particle systems are very difficult to quantify

experimentally and to interpret theoretically. There are
rather few observables from which clear information on
correlations beyond an independent particle motion in a
nuclear many-body environment can be extracted.
A quantity which offers the possibility to study devia-

tions from a single-particle picture, and thereby provide
information on correlations, is the spectroscopic factor
(SF). From a theoretical point of view they quantify what
fraction of the full wave function can be interpreted as an
independent single-particle or single-hole state on top of a
correlated state, normally chosen to be a closed-shell nu-
cleus. Although not being experimentally observable
[3–5], the radial overlap functions, whose norm are the
SFs, are required inputs to theoretical models for nucleon
capture, decay, transfer and knockout reactions. There is
a wealth of experimental data and theoretical analysis
of such reactions for stable nuclei [1,6,7]. Data from
(e, e0p) experiments on stable nuclei [1] indicate that
proton absolute SFs are quenched considerably with re-
spect to the independent-particle model value, with short-
range and tensor correlations assumed to be an important
mechanism. Adding long-range correlations as well from
excitations around the Fermi surface, one arrives at a
quenching of 30%–40%, see, for example, Ref. [8].
Nuclear physics offers therefore a unique possibility,
via studies of quantities like SFs, to extract information
about correlations beyond mean-field in complicated, two-
component, many-particle systems.
Recent data on knockout reactions on nuclei with large

neutron-proton asymmetries indicate that the nucleons of
the deficient species, being more bound, show larger re-
ductions of spectroscopic strength than the less bound
excess species [9,10]. It is the aim of this work to under-
stand which correlations are important when one moves
towards more weakly bound systems. For this, we study the
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effect is much lower than suggested by direct knockout 
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This term automatically corrects for the zero point motion in
the oscillator basis but it depends explicitly on the number
of particles. In this work, we are interested in transitions to
states with different numbers of nucleons (A ± 1) and aim at
computing directly the differences between the total energies.
Therefore, the above correction should not be employed in
the present case. One may note that the separation of the
center-of-mass motion is an issue related to the choice made for
the model space, rather than the many-body method itself. For
example, expressing the propagators directly in momentum
space would allow an exact separation. In this situation, the
transformation between the center-of-mass and laboratory
frames for systems with a nucleon plus a A-nucleons [or
(A-1)-nucleons] core would also be simple.

A. Choice of κM

Equation (16) introduces a single parameter (κM ) in our
calculations. The reason for this modification is that the spec-
troscopic factors of the valence orbits are strongly sensitive to
the particle-hole gap. This sensitivity is to be expected because
collective modes in the 56Ni core are dominated by excitations
across the Fermi surface. Smaller gaps imply lower excitation
energies and higher probability of admixture with valence
orbits. To extract meaningful predictions for spectroscopic
factors it is therefore necessary to constrain the Fermi gaps
for protons and neutrons to their experimental values.

To investigate this dependency we repeated our calculations
for values of κM in the range 0.4–0.7 MeV. Figure 3 shows
the resulting neutron spectroscopic factors for the valence
p3/2 quasiparticle and f7/2 quasihole. These are plotted
as a function of the calculated particle-hole gap "Eph =
ε+

1p3/2,n=0 − ε−
0f7/2,k=0. The results correspond to model spaces

of different dimensions (eight or ten oscillator shells) and
oscillator frequencies (h̄$ = 10 or 18 MeV). The gap "Eph
increases with κM but the dependence on the model space is
weak. We notice that, once the experimental value of "Eph
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FIG. 3. (Color online) Dependence of neutron spectroscopic
factors (given as a fraction of the independent-particle model value)
for the 1p3/2 and the 0f7/2 valence orbits with respect to the ph gap
"Eph. For each model space, different points correspond to different
choices of κM in the range 0.4–0.7 MeV.

is reproduced, the spectroscopic factors are well defined and
found to be converged with respect to the given model space.

All results reported below were obtained with a fixed value
of κM = 0.57 MeV. In the Nmax = 9 model space and an
oscillator energy h̄$ = 10 MeV, this choice reproduces the
experimental gaps at the Fermi surface for both protons and
neutrons to an error within 70 keV. From Fig. 3 one infers
that the calculated spectroscopic factors are reliable to within
1–2% of the independent-particle model value.

B. Convergence with respect to the model space

Figure 4 shows the dependence of the neutron 1p3/2 particle
and the 0f7/2 hole energies with respect to the oscillator
frequency and the size of the model space. As can be seen
from this figure, the single-particle energies for these two
single-particle states tend to stabilize around eight to ten
major shells. This finding concords both with coupled-cluster
calculations that employ a G matrix as effective interaction
for 16O, see Refs. [71] and [70], and with analogous Green’s
functions studies [31]. It remains, however, to make an
extensive comparison between coupled-cluster theory and the
Green’s functions approach to find an optimal size of the
model space with a given nucleon-nucleon interaction. Finally,
we plot in Fig. 5 the neutron valence single-particle energies
for all the single-particle states in the 1p0f shell. The latter
results were obtained with our largest model space, ten major
shells with Nmax = 9 and the single-particle orbital momentum
l ! 7. As can be seen from this figure, there is still, although
weak, a dependence upon the oscillator parameter. To perform
calculations beyond ten major shells will require nontrivial
extensions of our codes.
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tected in the High-Resolution Array (HiRA) [22] in coin-
cidence with the recoil residues detected in the S800 focal
plane [23]. An array of 16 HiRA telescopes [22] was
placed at 35 cm from the target where they subtended polar
angles of 6! " !lab " 45!. Each telescope contained
65 "m thick !E and 1500 "m thick E silicon strip de-
tectors, backed by 3.9 cm thick CsI(Tl) crystals. The strips
in these telescopes effectively subdivided each telescope
into 1024 pixels of 2 mm# 2 mm area. Detailed descrip-
tions of experimental setup can be found in Ref. [20].

Deuterons were identified in HiRAwith standard energy
loss techniques using the energy deposited in the!E and E
Silicon strip and CsI detectors. Reaction residues were
identified in the S800 spectrometer using the energy loss
and the time-of-flight (TOF) information of the focal plane
detectors [23]. Figures 1(a)–1(c) show the Q value spectra
for deuterons that stop in the thick Si detector for
pð34;36;46Ar; dÞ33;35;45Ar. The observed resolutions of 500,
470, and 410 keV FWHM for the transitions to the ground
states of 33;35;45Ar, respectively, agree with the expectation
from GEANT4 [24] simulations taking into account the finite
beam spot size, the energy resolution of the Si detectors,
energy loss, and angular straggling in the target.
Measurements using a 1:7 mg=cm2 carbon target reveal
that the background from reactions on carbon is negligible
when both deuteron and the heavy recoil are detected. The
absolute normalization of the cross section was achieved to
within 10% by directly counting the beam particles with a
microchannel plate detector [25] placed&10 cm upstream
of the target. This also provided the start TOF signal for
particles detected by the S800 spectrometer.

Figures 1(d)–1(f) show the differential cross sections for
the ground state transition of pð34Ar; dÞ33Ar,
pð36Ar; dÞ35Ar, and pð46Ar; dÞ45Ar, respectively. The solid
circles in the lower panels denote the data from present
measurements, and the open squares in Fig. 1(e) denote
previous 36Ar ðp; dÞ35Ar data in normal kinematics at
33:6 MeV=nucleon [21]. The agreement between the mea-
sured cross sections from the present work and Ref. [21]
for the first excited state is also very good [20]. For
pð46Ar; dÞ45Ar reaction, the ground state (f7=2) and the
first excited state (542 keV, p3=2) were not resolved for
center-of-mass angles larger than 8!. Fortunately, the l
values for the ground state (l ¼ 3) and first excited state
(l ¼ 1) are different, resulting in very different angular
distributions. Specifically, the angular distribution for the
excited state exhibits a deep minimum near !c:m: ¼

20!–27!, close to a factor of 100 smaller than that of
ground state; therefore, the cross sections for the ground
state could be unambiguously extracted [20].
The dashed curves in Figs. 1(d)–1(f) show the ADWA

calculations using the CH89 potential with the conven-
tional neutron bound-state Woods Saxon potential. The
solid lines in Figs. 1(d)–1(f) show the ADWA calculations
using the JLM microscopic potential and the bound-state
neutron potential, which have been constrained by Hartree-
Fock calculations. Both calculations reproduce the shape
of experimental angular distributions. Normalizing the
ADWA model calculations to the data results in the SF
values listed in Table I. Similar to previous analyses,
SFðJLMþ HFÞ values are about 30% smaller than the SF
(CH89) values. The ground state neutron SF’s for 34Ar and
36Ar were calculated in the sd-shell model space using
USDB effective interaction [26]. The ground state neutron
SF for 46Ar was calculated in the sd-pf model space using
the interaction of Nummela et al. [27].

TABLE I. Experimental and theoretical neutron spectroscopic factors (SF) and reduction factors (Rs) for ground state 34Ar, 36Ar and
46Ar.

(theo.) (expt.) (expt.)
Isotopes lj# Sn(MeV) !S (MeV) SF(LB-SM) SFðJLMþ HFÞ RsðJLMþ HFÞ SF(CH89) RsðCH89Þ

34Ar s1=2þ 17.07 12.41 1.31 0:85) 0:09 0:65) 0:07 1:10) 0:11 0:84) 0:08
36Ar d3=2þ 15.25 6.75 2.10 1:60) 0:16 0:76) 0:08 2:29) 0:23 1:09) 0:11
46Ar f7=2* 8.07 *10:03 5.16 3:93) 0:39 0:76) 0:08 5:29) 0:53 1:02) 0:10

FIG. 2 (color online). Reduction factors Rs ¼
SFðexptÞ=SFðLB-SMÞ as a function of the difference between
neutron and proton separation energies, !S. The solid and open
circles represent Rs deduced in JLMþ HF and CH89 approach
using the present transfer reaction data, respectively. The open
triangles denote the Rs from knockout reactions [11]. The
dashed line is the best fit of Rs of 32;34;46Ar from knockout
reactions. The use of different !S values from the present work
and knockout reactions in Ref. [11] is explained in Ref. [28].
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clei with 3 ! Z ! 28 [13,14]. For most excited states of
stable nuclei with 3 ! Z ! 24, the agreement is slightly
worse, but within 30% [14]. If one uses a different optical
model potential, developed by Jeukenne, Lejeune, and
Mahaux (JLM) [16] with conventional scale factors of
!V ¼ 1:0 and !W ¼ 0:8 for the real and imaginary parts,
and constrains the geometry of these potentials and that of
the transferred-neutron bound state by Hartee-Fock calcu-
lations [17], one observes an overall reduction #30% in
the measured ground state spectroscopic factors [18]. This
implies reduction factors Rs $ ðexperimentalSFÞ=ðLB'
SM SFÞ of 30% in the latter approach, similar to the
reductions in proton SF’s extracted from (e, e0p) measure-
ments [19].

Regardless of the choice of optical model potential or
the geometry of the mean-field potential for the transferred
neutron, systematic analyses of neutron transfer reactions
display no strong dependence of the reduction factor Rs on
the neutron-proton asymmetry of the nuclei [13,14,18].
However, systematic uncertainties inherent in comparing
SF’s from different experiments published over a period of
more than 40 years reduce the sensitivity of such studies.

The available transfer reaction data include very few
neutron-rich or neutron-deficient nuclei. To explore more

extreme asymmetries, we extracted the ground state neu-
tron SF’s for 34Ar and 46Ar from (p, d) reactions using
proton-rich 34Ar and neutron-rich 46Ar beams in inverse
kinematics. SF’s from knockout reactions on these nuclei
have been published, and a significant reduction of the
neutron SF for 34Ar has been reported [11]. The difference
between the neutron and proton separation energy (!S),
which characterizes the relative shift of neutron and proton
Fermi energies in these nuclei, is 12.41 and '10:03 MeV
for 34Ar and 46Ar, respectively. In previous studies of
transfer reactions, there were no nuclei with j!Sj (
7 MeV [13,18].
In the present experiments, the deuteron angular distri-

butions from pð34Ar; dÞ 33Ar and pð46Ar; dÞ45Ar transfer
reactions were measured using radioactive secondary
beams of 34Ar and 46Ar at 33 MeV=nucleon at the
National Superconducting Cyclotron Laboratory at
Michigan State University [20]. The pð36Ar; dÞ35Ar reac-
tion was also measured using a degraded 36Ar primary
beam at 33 MeV=nucleon to compare with data previously
measured in normal kinematics [21]. These beams were
transported and focused on polyethylene targets ðCH2Þn
targets with areal densities of 7:10 mg=cm2 for 34;36Ar
and 2:29 mg=cm2 for 46Ar reactions. Deuterons were de-

FIG. 1 (color online). Q-value spectrum [(a)–(c), top panels] and ground state deuteron angular distributions [(d)–(f), bottom panels]
of pð34;36;46Ar; dÞ33;35;46Ar. The open squares in panel (e) are data from previous normal kinematics experiments [21]. The solid and
dashed lines represent the calculations using JLMþ HF and CH89 approach, respectively.
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What are three-body forces? 
Why are there three-body forces? 

tidal effects lead to 3-body forces 

in earth-sun-moon system 

state have been exchanged and this leads to the exchange of
the final (or initial) orbital labels j, m and j0, m0. Because
this process reflects a cancellation of the lowering of the
SPE, the contribution from Fig. 3(d) has to be repulsive for
two neutrons. Finally, we can rewrite Fig. 3(d) as the FM
3N force of Fig. 3(e), where the middle nucleon is summed
over core nucleons. The importance of the cancellation
between Figs. 3(a) and 3(e) was recognized for nuclear
matter in Ref. [21].

The process in Fig. 3(d) corresponds to a two-valence-
neutron monopole interaction, schematically illustrated in
Fig. 4(d). The resulting SPE evolution is shown in Fig. 2(c)

for the G matrix formalism, where a standard pion-N-!
coupling [22] was used and all 3N diagrams of the same
order as Fig. 3(d) are included. We observe that the repul-
sive FM 3N contributions become significant with increas-
ing N and the resulting SPE structure is similar to that of
phenomenological forces, where the d3=2 orbital remains
high. Next, we calculate the SPEs from chiral low-
momentum interactions Vlow k, including the changes due

to the leading (N2LO) 3N forces in chiral EFT [23], see
Figs. 3(f)–3(h). We consider also the SPEs where 3N-force
contributions are only due to ! excitations [24]. The lead-
ing chiral 3N forces include the long-range two-pion-
exchange part, Fig. 3(f), which takes into account the
excitation to a ! and other resonances, plus shorter-range
3N interactions, Figs. 3(g) and 3(h), that have been con-
strained in few-nucleon systems [25]. The resulting SPEs
in Fig. 2(d) demonstrate that the long-range contributions
due to ! excitations dominate the changes in the SPE
evolution and the effects of shorter-range 3N interactions
are smaller. We point out that 3N forces play a key role for
the magic number N ¼ 14 between d5=2 and s1=2 [26], and
that they enlarge theN ¼ 16 gap between s1=2 and d3=2 [5].
The contributions from Figs. 3(f)–3(h) (plus all ex-

change terms) to the monopole components take into ac-
count the normal-ordered two-body parts of 3N forces,
where one of the nucleons is summed over all nucleons
in the core. This is also motivated by recent coupled-cluster
calculations [27], where residual 3N forces between three
valence states were found to be small. In addition, the
effects of 3N forces among three valence neutrons should
be generally weaker due to the Pauli principle.
Finally, we take into account many-body correlations by

diagonalization in the valence space. The resulting ground-
state energies of the oxygen isotopes are presented in
Fig. 4. Figure 4(a) (based on phenomenological forces)
implies that many-body correlations do not change our
picture developed from the SPEs: The energy decreases
to N ¼ 16, but the d3=2 neutrons added out to N ¼ 20

FIG. 3 (color online). Processes involving 3N contributions.
The external lines are valence neutrons. The dashed and thick
lines denote pions and ! excitations, respectively. Nucleon-hole
lines are indicated by downward arrows. The leading chiral 3N
forces include the long-range two-pion-exchange parts, diagram
(f), which take into account the excitation to a ! and other
resonances, plus shorter-range one-pion exchange, diagram (g),
and 3N contact interactions, diagram (h).
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FIG. 4 (color online). Ground-state energies of oxygen isotopes measured from 16O, including experimental values of the bound 16–
24 O. Energies obtained from (a) phenomenological forces SDPF-M [13] and USD-B [14], (b) a Gmatrix and including FM 3N forces
due to ! excitations, and (c) from low-momentum interactions Vlow k and including chiral EFT 3N interactions at N2LO as well as only
due to ! excitations [25]. The changes due to 3N forces based on ! excitations are highlighted by the shaded areas. (d) Schematic
illustration of a two-valence-neutron interaction generated by 3N forces with a nucleon in the 16O core.

PRL 105, 032501 (2010) P HY S I CA L R EV I EW LE T T E R S
week ending
16 JULY 2010

032501-3

state have been exchanged and this leads to the exchange of
the final (or initial) orbital labels j, m and j0, m0. Because
this process reflects a cancellation of the lowering of the
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3N force of Fig. 3(e), where the middle nucleon is summed
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between Figs. 3(a) and 3(e) was recognized for nuclear
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Fig. 4(d). The resulting SPE evolution is shown in Fig. 2(c)
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coupling [22] was used and all 3N diagrams of the same
order as Fig. 3(d) are included. We observe that the repul-
sive FM 3N contributions become significant with increas-
ing N and the resulting SPE structure is similar to that of
phenomenological forces, where the d3=2 orbital remains
high. Next, we calculate the SPEs from chiral low-
momentum interactions Vlow k, including the changes due

to the leading (N2LO) 3N forces in chiral EFT [23], see
Figs. 3(f)–3(h). We consider also the SPEs where 3N-force
contributions are only due to ! excitations [24]. The lead-
ing chiral 3N forces include the long-range two-pion-
exchange part, Fig. 3(f), which takes into account the
excitation to a ! and other resonances, plus shorter-range
3N interactions, Figs. 3(g) and 3(h), that have been con-
strained in few-nucleon systems [25]. The resulting SPEs
in Fig. 2(d) demonstrate that the long-range contributions
due to ! excitations dominate the changes in the SPE
evolution and the effects of shorter-range 3N interactions
are smaller. We point out that 3N forces play a key role for
the magic number N ¼ 14 between d5=2 and s1=2 [26], and
that they enlarge theN ¼ 16 gap between s1=2 and d3=2 [5].
The contributions from Figs. 3(f)–3(h) (plus all ex-

change terms) to the monopole components take into ac-
count the normal-ordered two-body parts of 3N forces,
where one of the nucleons is summed over all nucleons
in the core. This is also motivated by recent coupled-cluster
calculations [27], where residual 3N forces between three
valence states were found to be small. In addition, the
effects of 3N forces among three valence neutrons should
be generally weaker due to the Pauli principle.
Finally, we take into account many-body correlations by

diagonalization in the valence space. The resulting ground-
state energies of the oxygen isotopes are presented in
Fig. 4. Figure 4(a) (based on phenomenological forces)
implies that many-body correlations do not change our
picture developed from the SPEs: The energy decreases
to N ¼ 16, but the d3=2 neutrons added out to N ¼ 20

FIG. 3 (color online). Processes involving 3N contributions.
The external lines are valence neutrons. The dashed and thick
lines denote pions and ! excitations, respectively. Nucleon-hole
lines are indicated by downward arrows. The leading chiral 3N
forces include the long-range two-pion-exchange parts, diagram
(f), which take into account the excitation to a ! and other
resonances, plus shorter-range one-pion exchange, diagram (g),
and 3N contact interactions, diagram (h).
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Nucleons are composite particle, they can 
be excited to resonances!

- Main contributions is ∆(1232 MeV)!

+ short range parts!

For ∆–less effectiv theories!



Oxygen puzzle… 
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The limit of neutron-rich nuclei, the neutron drip line, evolves regularly from light to medium-mass

nuclei except for a striking anomaly in the oxygen isotopes. This anomaly is not reproduced in shell-

model calculations derived from microscopic two-nucleon forces. Here, we present the first microscopic

explanation of the oxygen anomaly based on three-nucleon forces that have been established in few-body

systems. This leads to repulsive contributions to the interactions among excess neutrons that change the

location of the neutron drip line from 28O to the experimentally observed 24O. Since the mechanism is

robust and general, our findings impact the prediction of the most neutron-rich nuclei and the synthesis of

heavy elements in neutron-rich environments.

DOI: 10.1103/PhysRevLett.105.032501 PACS numbers: 21.10.!k, 21.30.!x, 21.60.Cs, 27.30.+t

One of the central challenges of nuclear physics is to
develop a unified description of all nuclei created in the
laboratory and the cosmos based on the underlying forces
between neutrons and protons (nucleons). This involves
understanding the sequences of isotopes in the nuclear
chart, Fig. 1, from the limits of proton-rich nuclei to the
neutron drip line. These limits have been established ex-
perimentally up to oxygen with proton number Z ¼ 8.
Mapping out the neutron drip line for larger Z [1] and
exploring unexpected structures in neutron-rich nuclei are
a current frontier in the physics of rare isotopes. The years
of discovery in Fig. 1 highlight the tremendous advances
made over the last decade.

Figure 1 shows that the neutron drip line evolves regu-
larly with increasing proton number, with an odd-even
bound-unbound pattern due to neutron halos and pairing
effects. The only known anomalous behavior is present in
the oxygen isotopes, where the drip line is strikingly close
to the stability line [2]. Already in the fluorine isotopes,
with one more proton, the drip line is back to the regular
trend [3]. In this Letter, we discuss this puzzle and show
that three-body forces are necessary to explain why 24O
[4,5] is the heaviest oxygen isotope.

Three-nucleon (3N) forces were introduced in the pio-
neering work of Fujita and Miyazawa (FM) [6] and arise
because nucleons are composite particles. The FM 3N
mechanism is due to one nucleon virtually exciting a
second nucleon to the !ð1232 MeVÞ resonance, which is
deexcited by scattering off a third nucleon, see Fig. 3(e).

Three-nucleon interactions arise naturally in chiral ef-
fective field theory (EFT) [7], which provides a systematic
basis for nuclear forces, where nucleons interact via pion
exchanges and shorter-range contact interactions. The re-
sulting nuclear forces are organized in a systematic expan-

sion from leading to successively higher orders, and
include the! excitation as the dominant part of the leading
3N forces [7]. The quantitative role of 3N interactions has
been highlighted in recent ab initio calculations of light
nuclei with A ¼ N þ Z & 12 [8,9].
We first discuss why the oxygen anomaly is not repro-

duced in shell-model calculations derived from micro-
scopic NN forces. This can be understood starting from
the stable 16O and adding neutrons into single-particle
orbitals (with standard quantum numbers nlj) above the
16O core. We will show that correlations do not change this
intuitive picture. Starting from 16O, neutrons first fill the
0d5=2 orbitals, with a closed subshell configuration at 22O
(N ¼ 14), then the 1s1=2 orbitals at 24O (N ¼ 16), and
finally the 0d3=2 orbitals at 28O (N ¼ 20). For simplicity,
we will drop the n label in the following.

FIG. 1 (color online). Stable and unstable nuclei with Z & 14
and neutron number N [35]. The oxygen anomaly in the location
of the neutron drip line is highlighted. Element names and years
of discovery of the most neutron-rich nuclei are given. The axis
numbers indicate the conventional magic numbers.
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In Fig. 2, we show the single-particle energies (SPEs) of
the neutron d5=2, s1=2 and d3=2 orbitals at subshell closures
N ¼ 8, 14, 16, and 20. The evolution of the SPEs is due to
interactions as neutrons are added. For the SPEs based on
NN forces in Fig. 2(a), the d3=2 orbital decreases rapidly as
neutrons occupy the d5=2 orbital, and remains well bound
from N ¼ 14 on. This leads to bound oxygen isotopes out
to N ¼ 20 and puts the neutron drip line incorrectly at 28O.
This result appears to depend only weakly on the renor-
malization method or the NN interaction used. We dem-
onstrate this by showing SPEs calculated in the G matrix
formalism [10], which sums particle-particle ladders, and
based on low-momentum interactions Vlow k [11] obtained
from chiral NN interactions at next-to-next-to-next-to-
leading order (N3LO) [12] using the renormalization
group. Both calculations include core polarization effects
perturbatively [including diagram Fig. 3(d) with the !
replaced by a nucleon and all other second-order diagrams]
and start from empirical SPEs [13] in 17O. The empirical
SPEs contain effects from the core and its excitations,
including effects due to 3N forces.

We next show in Fig. 2(b) the SPEs obtained from the
phenomenological forces SDPF-M [13] and USD-B [14]
that have been fit to reproduce experimental binding en-

ergies and spectra. This shows a striking difference com-
pared to Fig. 2(a): As neutrons occupy the d5=2 orbital, with
N evolving from 8 to 14, the d3=2 orbital remains almost at
the same energy and is not well bound out to N ¼ 20. The
dominant differences between Figs. 2(a) and 2(b) can be
traced to the two-body monopole components, which de-
termine the average interaction between two orbitals. The
monopole components of a general two-body interaction V
are given by an angular average over all possible orienta-
tions of the two nucleons in orbitals lj and l0j0 [15],

Vmono
j;j0 ¼

X

m;m0
hjmj0m0jVjjmj0m0i=

X

m;m0
1; (1)

where the sum over magnetic quantum numbers m and m0

can be restricted by antisymmetry (see [16,17] for details).
The SPE of the orbital j is effectively shifted by Vmono

j;j0

multiplied by the occupation number of the orbital j0. This
leads to the change in the SPE and determines shell struc-
ture and the location of the drip line [16–19].
The comparison of Figs. 2(a) and 2(b) suggests that the

monopole interaction between the d3=2 and d5=2 orbitals
obtained from NN theories is too attractive, and that the
oxygen anomaly can be solved by additional repulsive
contributions to the two-neutron monopole components,
which approximately cancel the average NN attraction on
the d3=2 orbital. With extensive studies based on NN
forces, it is unlikely that such a distinct property would
have been missed, and it has been argued that 3N forces
may be important for the monopole components [20].
Next, we show that 3N forces among two valence neu-

trons and one nucleon in the 16O core give rise to repulsive
monopole interactions between the valence neutrons.
While the contributions of the FM 3N force to other
quantities can be different, the shell-model configurations
composed of valence neutrons probe the long-range parts
of 3N forces. The repulsive nature of this 3N mechanism
can be understood based on the Pauli exclusion principle.
Figure 3(a) depicts the leading contribution to NN forces
due to the excitation of a !, induced by the exchange of
pions with another nucleon. Because this is a second-order
perturbation, its contribution to the energy and to the two-
neutron monopole components has to be attractive. This is
part of the attractive d3=2 " d5=2 monopole component
obtained from NN forces.
In nuclei, the process of Fig. 3(a) leads to a change of the

SPE of the j, m orbital due to the excitation of a core
nucleon to a !, as illustrated in Fig. 3(b) where the initial
valence neutron is virtually excited to another j0,m0 orbital.
As discussed, this lowers the energy of the j, m orbital
and thus increases its binding. However, in nuclei this
process is forbidden by the Pauli exclusion principle, if
another neutron occupies the same orbital j0, m0, as shown
in Fig. 3(c). The corresponding contribution must then be
subtracted from the SPE change due to Fig. 3(b). This is
taken into account by the inclusion of the exchange dia-
gram, Fig. 3(d), where the neutrons in the intermediate
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FIG. 2 (color online). Single-particle energies of the neutron
d5=2, s1=2 and d3=2 orbitals measured from the energy of 16O as a
function of neutron number N. (a) SPEs calculated from a G
matrix and from low-momentum interactions Vlow k. (b) SPEs
obtained from the phenomenological forces SDPF-M [13] and
USD-B [14]. (c),(d) SPEs including contributions from 3N
forces due to ! excitations and chiral EFT 3N interactions at
N2LO [25]. The changes due to 3N forces based on ! excitations
are highlighted by the shaded areas.
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state have been exchanged and this leads to the exchange of
the final (or initial) orbital labels j, m and j0, m0. Because
this process reflects a cancellation of the lowering of the
SPE, the contribution from Fig. 3(d) has to be repulsive for
two neutrons. Finally, we can rewrite Fig. 3(d) as the FM
3N force of Fig. 3(e), where the middle nucleon is summed
over core nucleons. The importance of the cancellation
between Figs. 3(a) and 3(e) was recognized for nuclear
matter in Ref. [21].

The process in Fig. 3(d) corresponds to a two-valence-
neutron monopole interaction, schematically illustrated in
Fig. 4(d). The resulting SPE evolution is shown in Fig. 2(c)

for the G matrix formalism, where a standard pion-N-!
coupling [22] was used and all 3N diagrams of the same
order as Fig. 3(d) are included. We observe that the repul-
sive FM 3N contributions become significant with increas-
ing N and the resulting SPE structure is similar to that of
phenomenological forces, where the d3=2 orbital remains
high. Next, we calculate the SPEs from chiral low-
momentum interactions Vlow k, including the changes due

to the leading (N2LO) 3N forces in chiral EFT [23], see
Figs. 3(f)–3(h). We consider also the SPEs where 3N-force
contributions are only due to ! excitations [24]. The lead-
ing chiral 3N forces include the long-range two-pion-
exchange part, Fig. 3(f), which takes into account the
excitation to a ! and other resonances, plus shorter-range
3N interactions, Figs. 3(g) and 3(h), that have been con-
strained in few-nucleon systems [25]. The resulting SPEs
in Fig. 2(d) demonstrate that the long-range contributions
due to ! excitations dominate the changes in the SPE
evolution and the effects of shorter-range 3N interactions
are smaller. We point out that 3N forces play a key role for
the magic number N ¼ 14 between d5=2 and s1=2 [26], and
that they enlarge theN ¼ 16 gap between s1=2 and d3=2 [5].
The contributions from Figs. 3(f)–3(h) (plus all ex-

change terms) to the monopole components take into ac-
count the normal-ordered two-body parts of 3N forces,
where one of the nucleons is summed over all nucleons
in the core. This is also motivated by recent coupled-cluster
calculations [27], where residual 3N forces between three
valence states were found to be small. In addition, the
effects of 3N forces among three valence neutrons should
be generally weaker due to the Pauli principle.
Finally, we take into account many-body correlations by

diagonalization in the valence space. The resulting ground-
state energies of the oxygen isotopes are presented in
Fig. 4. Figure 4(a) (based on phenomenological forces)
implies that many-body correlations do not change our
picture developed from the SPEs: The energy decreases
to N ¼ 16, but the d3=2 neutrons added out to N ¼ 20

FIG. 3 (color online). Processes involving 3N contributions.
The external lines are valence neutrons. The dashed and thick
lines denote pions and ! excitations, respectively. Nucleon-hole
lines are indicated by downward arrows. The leading chiral 3N
forces include the long-range two-pion-exchange parts, diagram
(f), which take into account the excitation to a ! and other
resonances, plus shorter-range one-pion exchange, diagram (g),
and 3N contact interactions, diagram (h).
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FIG. 4 (color online). Ground-state energies of oxygen isotopes measured from 16O, including experimental values of the bound 16–
24 O. Energies obtained from (a) phenomenological forces SDPF-M [13] and USD-B [14], (b) a Gmatrix and including FM 3N forces
due to ! excitations, and (c) from low-momentum interactions Vlow k and including chiral EFT 3N interactions at N2LO as well as only
due to ! excitations [25]. The changes due to 3N forces based on ! excitations are highlighted by the shaded areas. (d) Schematic
illustration of a two-valence-neutron interaction generated by 3N forces with a nucleon in the 16O core.
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The fujita-Miyazawa 3NF provides repulsion 
through Pauli screening of other 2NF terms:!

The oxygen dripline is at 24O, at odds with 
other neighbor isotope chains.  
 
 Phenomenological shell model interaction 
reflect this in the s.p. energies but no 
realistic NN interaction alone is capable of 
reproducing this…!



Saturation of nuclear matter:)

[A. Carbone et al.,  
Phy.s Rev. C 88, 044302!!(2013)]

SYMMETRIC NUCLEAR MATTER WITH CHIRAL THREE- . . . PHYSICAL REVIEW C 88, 044302 (2013)

Note that the N2LO potential yields a poorer reproduction of
the phase shifts for selected partial waves compared to the
richer N3LO force.

Most nuclear matter calculations using chiral forces have
been performed within a perturbative framework starting
from evolved interactions. In Ref. [43], convergence has
been analyzed order by order in many-body perturbation
theory. Results have been obtained up to third order, including
particle-particle and hole-hole propagation [43]. In principle,
the equation of state should be independent of the evolution
scales in the 2NF and the 3NF. Moreover, in the perturbative
regime, results should only be mildly dependent on the order in
perturbation theory. Our nonperturbative calculations include
contributions to all orders and hence are neither limited to the
perturbative regime nor dependent on the order of perturbation
theory. If the diagrammatic summation is complete, it should
lead to scale-invariant results.

We test this hypothesis by performing calculations at
different evolution scales, in both the two- and the three-
body sectors. We evolve the 2NF using a free-space SRG
transformation [37]. The transformation renormalizes the 2NF,
suppressing off-diagonal matrix elements and giving rise to
a universal low-momentum interaction. The SRG evolution
flow also induces many-body forces, which should be taken
into account to keep the calculation complete. Following the
philosophy of Ref. [43], we incorporate the effect of induced
forces through the refitting of the cD and cE LECs to the 3H
binding energy and 4He matter radius. We use the values given
in Table I of [43]. Note that in this process we assume that
the operatorial and momentum structures of the original and
the induced 3NFs are the same. Furthermore, we explore the
dependence of our results on the 3NF cutoff, !3NF, appearing
in the density-dependent 2NF. A more complete calculation
would require running a SRG evolution including the 3NF [41].

We present the results of this exploration in Fig. 8.
Numerical calculations obtained using the SRG on the 2NF
have a saturation point which is much closer to the empirical
value when compared to the original force. Moreover, if
the 2NF has been SRG-evolved, the results are somewhat
independent of the cutoff. Overall, one can say that the
more the 2NF is evolved downward, the more attractive the
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FIG. 8. (Color online) SCGF results for the energy per nucleon
of SNM as a function of the density at a temperature of T = 5 MeV.
Different lines represent different choices of cutoffs for the 2NF, λ,
and the 3NF, !3NF.

saturation curve becomes. This effect is a consequence of the
shift in importance between the 2NF and the induced 3NF
associated with the SRG. There is also a small dependence on
!3NF, but the differences agree well with those presented in
Ref. [43].

The large differences between the results obtained with
evolved and unevolved forces is striking. If correlations and
induced many-body forces had been fully taken into account,
one would have expected a much closer agreement between
the results. This difference might indicate that the assumptions
associated with induced 3NFs are not necessarily robust.
Missing induced three-body forces, which up to now have
not been included in SNM calculations, could resolve this
discrepancy. Alternatively, the difference is also an indication
of missing many-body effects such as, for instance, higher
orders in the treatment of the 3NF. It must be emphasized that
the present way to proceed when applying SRG evolution
in infinite matter should be improved by carrying out the
evolution on a full Hamiltonian with both two- and three-body
forces. Recently, improvements toward the solution of this
problem have been presented for calculations in pure neutron
matter [41], where a full Hamiltonian has been consistently
evolved. All in all, our results seem to contradict the idea that
induced 3NFs can be treated simply in nuclear matter.

In terms of evolved interactions, our nonperturbative
calculations can be used to check whether the perturbative
regime is actually reached. To this end, we compare, in
Fig. 9, our results to the perturbative calculations presented
in Ref. [43]. The BHF and SCGF calculations have been
performed with a SRG-evolved 2NF and a 3NF with the same
cut-offs, λ/!3NF = 2.0/2.0 fm−1. Whereas the Brueckner
results have been obtained with a zero-temperature code, the
SCGF calculations have been extrapolated to zero temperature
by means of a simple procedure. At low temperatures,
the Sommerfeld expansion indicates that the effect of tem-
perature is quadratic and is the same, but with opposite sign,
for the energy and the free energy [47]. Consequently, the
semi-sum of both thermodynamical potentials is an estimate
of the zero-temperature energy. We obtain an extremely
good agreement between both many-body approaches and
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FIG. 9. (Color online) Comparison of results for the energy per
nucleon of SNM obtained with different approaches using the same
SRG-evolved 2NF and a 3NF. Circles correspond to extrapolated
SCGF results, whereas squares are BHF calculations at T = 0 MeV.
Diamonds correspond to the results of Hebeler et al. [43].
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Inclusion of NNN forces  

effectively: 
- Second order PT 
diagrams with 3BFs: 
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In Eq. (10), the two-time two-particle/two-hole propaga-
tor

GII

�⌘,�✏

(t � t0) = G4�pt

�⌘,�✏

(t+, t; t0, t0+) (12)

is an appropriate time ordering of Eq. (3) and the con-
tracted propagators yield the exact 1B and 2B reduced
density matrices:

⇢1B
��

= h N

0

| a†
�

a
�

| N
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i = �i~G
��

(t � t+) , (13)
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i = i~GII
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(t � t+) . (14)

The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0

i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
b

eU and
b

eV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0

i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy
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in accordance with our analogy between the eH = H
0

+ eH
1

and the usual normal ordered hamiltonian. In the latter,

(a) (b)

FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)

↵�

= eU
↵�

, (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than
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sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0

i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
b

eU and
b

eV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0

i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy

E
g.s.

= �
X

↵�

T
↵�

i~G
�↵

(t � t+)

+
1

2

X

↵�

��

V
↵�,��

i~GII

��,↵�

(t � t+)

�1

6

X

↵�✏

��⌘

W
↵�✏,��⌘

i~GIII

��⌘,↵�✏

(t � t+)

= h N

0

|H | N

0

i , (15)

in accordance with our analogy between the eH = H
0

+ eH
1

and the usual normal ordered hamiltonian. In the latter,
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FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)

↵�

= eU
↵�

, (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than

5

(a) (b)

(c) (d)

FIG. 4. The one interaction irreducible diagrams (a) and the
three interaction reducible ones (b, c and d) that are contained
in Fig. 3a.

the corresponding 2BF (typically, < cW >⇡ 1

10

< bV >
for nuclear interactions [25, 39]). Note that, by expand-
ing the e↵ective 2B interaction according to Eq. (11),
the contribution of Fig. 3a splits in the four diagrams of
Fig. 4 [see also a similar example in Fig. 16]. Therefore,
at second order we have a total of five skeleton diagrams
of which only two are interaction irreducible and need to
be calculated when using the e↵ective interactions.

Figure 5 shows all the 17 interaction irreducible con-
tributions at third order. Diagrams 5a and 5b are the
only third order terms that come from only 2B interac-
tions, while the others are introduced by 3BFs. Again,
by expanding the eV e↵ective interaction would generate
a much larger number of diagrams (53 in total) of which
only two contain only 2BFs.

These diagrams are ordered in Fig. 5 in terms of in-
creasing numbers of 3B interactions and of increasing
number of particle-hole excitations. This should qualita-
tively correspond to decreasing importance of their con-
tributions. Diagrams 5a-5c only involve 2p1h and 2h1p
intermediate configurations, normally needed to describe
particle addition and removal energies to main quasipar-
ticle peaks as well as total ground state energies. Nu-
merically 5a and 5b only require evaluating Eq. (11) be-
forehand but can otherwise be dealt with using existing
2BF codes. They have already been exploited to include
3BFs in nuclear structure studies [21, 28, 31, 32]. Dia-
gram 5d includes one 3B irreducible interaction term and
still need to be investigated within the SCGF method,
although comparison to studies of normal ordered hamil-
tonians in [27, 30] clearly suggest smaller corrections to
the total energy with respect to 5a and 5b. This is in line
with the qualitative analysis of the number of eV and fW
interaction entering these diagrams. Note that 5a-5c all
represent the first order term in an all order summation
needed to account for configuration missing between 2p1h
or 2h1p excitations. Nowadays, resummations of these
configurations are performed routinely for the first two
diagrams in ADC(3) and FRPA calculations [10, 11, 16].

The remaining diagrams of Fig. 5 all include 3p2h

and 3h2p configurations that become necessary to re-
produce the fragmentation patterns of shakeup config-
urations in particle removal and addition experiments
(i.e. Dyson orbits beyond the main quasiparticle peaks).
These contributions are computationally more demand-
ing. Diagrams 5d to 5k all describe interaction between
2p1h (2h1p) and 3p2h (3h2p) configurations. These are
splitted into four contribution arising from the e↵ective
2BFs and four that are irreducible 3B interactions. Sim-
ilarly, the terms 5l to 5q are the first contribution to the
configuration missing among 3p2h or 3h2p states.

Appendix A gives some examples of applying the dia-
grammatic rules to calculate diagrams of Fig. 5. It must
be noted that the Feynman rules for the construction re-
main unaltered whether one uses the original (U and V )
or the e↵ective (eU or eV ) interactions; hence also symme-
try factors due to equivalent lines are unaltered.

III. EQUATIONS OF MOTION METHOD

The perturbation theory expansion of the previous sec-
tion is useful to identify new contributions arising from
the inclusion of 3B interactions. However, diagrams up
to third order alone do not incorporate all the neces-
sary information to describe strongly correlated quantum
many-body systems. For example, the strong repulsive
character of the nuclear force at short distances requires
explicit all orders summations of ladder series. All order
summations of 2p1h and 2h1p are also required in finite
systems to achieve accuracy of predicted ground state
and separation energies, as well as to preserve the cor-
rect analytic properties of the self-energy beyond second
order.

In order to investigate possible self-consistent expan-
sions of the irreducible self-energy ⌃? and approxima-
tions scheme for all order summations, we apply here the
equations of motion (EOM) method. The EOM tech-
nique defines a hierarchy of non perturbative equations
that link each n-body GF to the (n-1), (n+1) and (n+2)-
body GFs. Hence a truncation of this hierarchy is made
necessary to solve the system of equations [5]. Here,
we will follow the footprints of Ref. [40] and apply the
scheme up obtaining explicit equations for the 4-point
vested functions. In this case 6-point vertices also enter
the equations due to the presence of 3B interactions.

A. Equation of motion for G and proper self-energy

The equation of motions for a given propagator is
found by taking the derivative of its time arguments and
therefore of the creation and annihilation operator in def-
initions (2-4). For the case of the unperturbed propaga-
tor,
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FIG. 5. 1PI, skeleton and interaction irreducible self-energy diagrams appearing at 3rd-order in perturbative expansion (7),
making use of the e↵ective hamiltonian of Eq. (9).

this boils down to the equation of motion of the operators
in interaction picture [6]:

i~ @

@t
aI
↵

(t) = [aI
↵

(t), Ĥ
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where the delta functions come from the derivative of the
step-function decomposition of the time-ordered product
in. Eq. (19) gives the inverse operator of G(0).

The same procedure applied to the exact propagator,
G(t� t0), requires the time-derivative of the annihilation
operators in the Heisenberg picture. For the hamiltonian
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The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0

i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
b

eU and
b

eV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0

i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy
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in accordance with our analogy between the eH = H
0

+ eH
1

and the usual normal ordered hamiltonian. In the latter,
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FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)

↵�

= eU
↵�

, (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than
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The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0

i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
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eU and
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eV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0

i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy
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in accordance with our analogy between the eH = H
0

+ eH
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and the usual normal ordered hamiltonian. In the latter,
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FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)
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= eU
↵�

, (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than
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FIG. 5. 1PI, skeleton and interaction irreducible self-energy diagrams appearing at 3rd-order in perturbative expansion (7),
making use of the e↵ective hamiltonian of Eq. (9).

this boils down to the equation of motion of the operators
in interaction picture [6]:

i~ @

@t
aI
↵

(t) = [aI
↵

(t), Ĥ
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where the delta functions come from the derivative of the
step-function decomposition of the time-ordered product
in. Eq. (19) gives the inverse operator of G(0).

The same procedure applied to the exact propagator,
G(t� t0), requires the time-derivative of the annihilation
operators in the Heisenberg picture. For the hamiltonian
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The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N
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i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
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eU and
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eV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N
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i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy
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diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
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the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)

↵�

= eU
↵�

, (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than
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The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
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in accordance with our analogy between the eH = H
0
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1

and the usual normal ordered hamiltonian. In the latter,
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FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).
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GF calculations with 2B forces. Thus, regrouping dia-
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and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :
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Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than
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FIG. 6. (Color online) (Data points) CCSD results (taken at the
h̄ω minima) for the binding energy of 4He with 3NFs as a function of
the number of oscillator shells. (Dashed lines) Exponential fit to the
data and asymptote of the fit. (Full line) Exact result.

due to the sharp cutoff in Vlow k . This might be improved by
using low-momentum interactions with smooth cutoffs [58].
Using the minima of the CCSD results with 3NFs, we make
an exponential fit of the form E(N ) = E∞ + a exp (−bN ) to
the data points. The result is shown in Fig. 6. The extrapolated
infinite model space value is E∞ = −28.09 MeV, which is
very close to the exact result E = −28.20(5) MeV.

It is interesting to analyze the different contributions "E
to the binding energy E. The individual contributions are
given in Fig. 7 for a model space of N = 4 oscillator shells
and h̄ω = 20 MeV. The main contribution stems from the
low-momentum NN interaction. The contributions from 3NFs
account only for about 10% of the total binding energy. This
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FIG. 7. (Color online) Relative contributions |"E/E| to the
binding energy of 4He at the CCSD level. The different points denote
the contributions from (1) low-momentum NN interactions, (2) the
vacuum expectation value of the 3NF, (3) the normal-ordered one-
body Hamiltonian due to the 3NF, (4) the normal-ordered two-body
Hamiltonian due to the 3NF, and (5) the residual 3NFs. The dotted
line estimates the corrections due to omitted three-particle/three-hole
clusters.

is consistent with the chiral EFT power-counting estimate
⟨V3N⟩ ∼ (Q/#χ )3⟨Vlow k⟩ ≈ 0.1⟨Vlow k⟩ [50] (see also Table I
in Ref. [52]). The second, third, and fourth largest contribution
are due to the first, second, and third term on the right-hand
side of Eq. (2). These are the density-dependent zero-, one-,
and two-body terms, which resulted from the normal ordering
of the three-body Hamiltonian in coupled-cluster theory.
The contributions from the residual three-body Hamiltonian,
Eq. (3), are very small and are represented by the last point
in Fig. 7. Recall that the residual 3NF contributes to the
energy directly through Eq. (12) and indirectly through a
modification of the cluster amplitudes via Eqs. (15) and (16).
Apparently, both contributions are very small. In addition and
independent of the result that low-momentum 3N interactions
are perturbative for cutoffs # <∼ 2 fm−1 [50], we find here that
the contributions of 3NFs decrease rapidly with increasing
rank of the normal-ordered terms.

The small contribution from the residual three-body Hamil-
tonian is the most important result of our study. It suggests that
one can neglect the residual terms of the 3NF when computing
binding energies of light nuclei. This is not unexpected
and has been anticipated in several earlier studies. Mihaila
and Heisenberg [19] computed the charge form factor for
16O within coupled-cluster theory and found a very good
agreement with experimental data by considering only the
density-dependent one- and two-body parts of 3NFs. Similarly,
Navrátil and Ormand [59] observed in no-core shell-model
calculations that density-dependent two-body terms are the
most significant contributions of effective three-body forces.
Our finding also support Zuker’s [60] idea that monopole
corrections to valence-shell interactions are due to the density-
dependent terms of 3NFs. Note finally that the modeling of
three-body interactions in terms of density-dependent two-
body Hamiltonians has a long history, see, e.g., Ref. [61].
Note that all these examples and the present study employ
sufficiently “soft” or “effective” interactions. We expect
that the smallness of residual 3NFs is a property of such
interactions. We will study the cutoff dependence of this
finding in future work. Finally, the smallness of residual
3NFs is also encouraging for future improved nuclear matter
calculations, which currently include low-momentum 3NFs
through density-dependent NN interactions [51].

The smallness of the residual three-body terms is also for
coupled-cluster calculations a most welcome result. This is
attractive for two reasons. First, the inclusion of the residual
three-nucleon Hamiltonian, as described in subsection II B,
is computationally expensive. It exceeds the cost of a CCSD
calculation for two-body Hamiltonians by a factor of order
O(nu) + O(n2

o) and is therefore significant for a large number
of unoccupied orbitals and/or large number of nucleons.
Second, the omission of the residual three-body Hamiltonian
will allow us to treat 3NFs within the standard coupled-cluster
theory developed for two-body Hamiltonians (after normal
ordering). As a result, we can take the CCSD calculations
one step further and include perturbative corrections of three-
particle/three-hole clusters [62].

Let us neglect the residual 3NF terms of Eq. (3) and
perform CCSD(T) calculations for the binding energy of 4He.
The approximate inclusion of three-particle/three-hole clusters
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data and asymptote of the fit. (Full line) Exact result.

due to the sharp cutoff in Vlow k . This might be improved by
using low-momentum interactions with smooth cutoffs [58].
Using the minima of the CCSD results with 3NFs, we make
an exponential fit of the form E(N ) = E∞ + a exp (−bN ) to
the data points. The result is shown in Fig. 6. The extrapolated
infinite model space value is E∞ = −28.09 MeV, which is
very close to the exact result E = −28.20(5) MeV.

It is interesting to analyze the different contributions "E
to the binding energy E. The individual contributions are
given in Fig. 7 for a model space of N = 4 oscillator shells
and h̄ω = 20 MeV. The main contribution stems from the
low-momentum NN interaction. The contributions from 3NFs
account only for about 10% of the total binding energy. This
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is consistent with the chiral EFT power-counting estimate
⟨V3N⟩ ∼ (Q/#χ )3⟨Vlow k⟩ ≈ 0.1⟨Vlow k⟩ [50] (see also Table I
in Ref. [52]). The second, third, and fourth largest contribution
are due to the first, second, and third term on the right-hand
side of Eq. (2). These are the density-dependent zero-, one-,
and two-body terms, which resulted from the normal ordering
of the three-body Hamiltonian in coupled-cluster theory.
The contributions from the residual three-body Hamiltonian,
Eq. (3), are very small and are represented by the last point
in Fig. 7. Recall that the residual 3NF contributes to the
energy directly through Eq. (12) and indirectly through a
modification of the cluster amplitudes via Eqs. (15) and (16).
Apparently, both contributions are very small. In addition and
independent of the result that low-momentum 3N interactions
are perturbative for cutoffs # <∼ 2 fm−1 [50], we find here that
the contributions of 3NFs decrease rapidly with increasing
rank of the normal-ordered terms.

The small contribution from the residual three-body Hamil-
tonian is the most important result of our study. It suggests that
one can neglect the residual terms of the 3NF when computing
binding energies of light nuclei. This is not unexpected
and has been anticipated in several earlier studies. Mihaila
and Heisenberg [19] computed the charge form factor for
16O within coupled-cluster theory and found a very good
agreement with experimental data by considering only the
density-dependent one- and two-body parts of 3NFs. Similarly,
Navrátil and Ormand [59] observed in no-core shell-model
calculations that density-dependent two-body terms are the
most significant contributions of effective three-body forces.
Our finding also support Zuker’s [60] idea that monopole
corrections to valence-shell interactions are due to the density-
dependent terms of 3NFs. Note finally that the modeling of
three-body interactions in terms of density-dependent two-
body Hamiltonians has a long history, see, e.g., Ref. [61].
Note that all these examples and the present study employ
sufficiently “soft” or “effective” interactions. We expect
that the smallness of residual 3NFs is a property of such
interactions. We will study the cutoff dependence of this
finding in future work. Finally, the smallness of residual
3NFs is also encouraging for future improved nuclear matter
calculations, which currently include low-momentum 3NFs
through density-dependent NN interactions [51].

The smallness of the residual three-body terms is also for
coupled-cluster calculations a most welcome result. This is
attractive for two reasons. First, the inclusion of the residual
three-nucleon Hamiltonian, as described in subsection II B,
is computationally expensive. It exceeds the cost of a CCSD
calculation for two-body Hamiltonians by a factor of order
O(nu) + O(n2

o) and is therefore significant for a large number
of unoccupied orbitals and/or large number of nucleons.
Second, the omission of the residual three-body Hamiltonian
will allow us to treat 3NFs within the standard coupled-cluster
theory developed for two-body Hamiltonians (after normal
ordering). As a result, we can take the CCSD calculations
one step further and include perturbative corrections of three-
particle/three-hole clusters [62].

Let us neglect the residual 3NF terms of Eq. (3) and
perform CCSD(T) calculations for the binding energy of 4He.
The approximate inclusion of three-particle/three-hole clusters
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)

(ph)

(pp/hh)

ΠΠ
II

Π(ph)

gII (pp/hh)

(ph)
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g

FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑

n̸∈F

(
φn

α

)∗
φn

β

ω − εIMP
n + iη

+
∑

k∈F

φk
α

(
φk

β

)∗

ω − εIMP
k − iη

, (14)
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ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>
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]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑
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(
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)∗
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β
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑
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(
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+
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑
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(
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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tion method up to third order in the the perturbation
theory (PT): ADC(3). Here the contribution of 2p � 1h
and 2h�1p are consistently included and the interaction
between pp/hh or ph are modeled with a TDA scheme.
The same level of both accuracy and consistency can be
obtained using Fadeev-TDA in a re-phrased formulation
that has been fully described in several papers in the case
of two-body interaction only [3]. The inclusion of 3NF
e⇥ects can be done passing from T , V operators, to the
e⇥ective T̃ ,Ṽ : the new equations concerning polarization
and particle-particle (hole-hole) propagator in TDA ap-
proximation are shown diagrammatically in fig. (4) to-
gether with the e⇥ective the two-body potential (see fig.
3). In the FTDA approach then we still need to add them
consistently to shape the (2p � 1h � 2h � 1p)irreducible
propagator R(w) (see for example [4]), whose contribu-
tion to the s-p self energy in the 2p-1h channel, is drawn
in (3) (the 2h-1p is straightforward). Moreover, in (3)
we show how the new arising 3NF e⇥ective terms can be
summed up using slightly modified FTDA integral equa-
tion. The need to separate one and two-body contribu-
tion of 3NF is clear and lays on the di⇥erence between the
combinatorial factors in the two cases. All the properties
of these equations still remain: they include the e⇥ect

of ph and pp/hh motion allowing interferences between
them, and at the same time giving the right combinato-
rial factor to the second order diagrams without the need
of spurious subtraction.

B. Iterative methods

The SCGF approach has been fully described in previ-
ous papers[3, 4] although they were limited to 2NF only
. The self-energy matrix ��

⇥⇥� is expanded in term of the
dressed propagator up to the order and the level of ac-
curacy required. All the lines in �� should be thought
as dressed, this means that the actual degrees of freedom
are the excitations of the fully correlated system. The ef-
fects of the fragmentation are already included in the self-
consistency calculation. In practical case, we need an in-
put propagator to start with, we choose the HF propaga-
tor to construct the dynamical part ���(⇥) of self-energy
in (5). The g1stiteration(⇥) solution of Dyson equation in
(4) is then employed to evaluate the self-energy for sec-
ond cycle. This procedure is iterated up to convergence.
The inclusion of 3NF does not modify this scheme, never-
theless the two-body potential is now density-dependent.
This increases sharply the computational time required
since �T , �V should be re-built at each step. We discuss in
a di⇥erent section, several approximations aimed to limit
the computational time.

C. Evaluation of hW i

The mean value of ⇤W ⌅, in eq. (14), can be estimated
at several orders in PT thanks to the perturbative ex-
pansion of ppp/hhh propagator in eq. (??). It is an aim
of the present work to investigate which approximations
are required to achieve a proper level of accuracy. The
dominant contribution comes from the HF term

⇤W ⌅0�HF ⇥ 1
6
W�⇥⇤,µ⇧⌃ �0

µ� �0
⇧,⇥ �0

⌃,⇤ , (16)
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄
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µ′′ν ′′λ′′,µνλ(ω)
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µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑
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(
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄
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µ′′ν ′′λ′′,µνλ(ω)
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(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑

n̸∈F

(
φn

α

)∗
φn

β

ω − εIMP
n + iη

+
∑

k∈F

φk
α

(
φk

β

)∗

ω − εIMP
k − iη

, (14)

064313-5
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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tion method up to third order in the the perturbation
theory (PT): ADC(3). Here the contribution of 2p � 1h
and 2h�1p are consistently included and the interaction
between pp/hh or ph are modeled with a TDA scheme.
The same level of both accuracy and consistency can be
obtained using Fadeev-TDA in a re-phrased formulation
that has been fully described in several papers in the case
of two-body interaction only [3]. The inclusion of 3NF
e⇥ects can be done passing from T , V operators, to the
e⇥ective T̃ ,Ṽ : the new equations concerning polarization
and particle-particle (hole-hole) propagator in TDA ap-
proximation are shown diagrammatically in fig. (4) to-
gether with the e⇥ective the two-body potential (see fig.
3). In the FTDA approach then we still need to add them
consistently to shape the (2p � 1h � 2h � 1p)irreducible
propagator R(w) (see for example [4]), whose contribu-
tion to the s-p self energy in the 2p-1h channel, is drawn
in (3) (the 2h-1p is straightforward). Moreover, in (3)
we show how the new arising 3NF e⇥ective terms can be
summed up using slightly modified FTDA integral equa-
tion. The need to separate one and two-body contribu-
tion of 3NF is clear and lays on the di⇥erence between the
combinatorial factors in the two cases. All the properties
of these equations still remain: they include the e⇥ect

of ph and pp/hh motion allowing interferences between
them, and at the same time giving the right combinato-
rial factor to the second order diagrams without the need
of spurious subtraction.

B. Iterative methods

The SCGF approach has been fully described in previ-
ous papers[3, 4] although they were limited to 2NF only
. The self-energy matrix ��

⇥⇥� is expanded in term of the
dressed propagator up to the order and the level of ac-
curacy required. All the lines in �� should be thought
as dressed, this means that the actual degrees of freedom
are the excitations of the fully correlated system. The ef-
fects of the fragmentation are already included in the self-
consistency calculation. In practical case, we need an in-
put propagator to start with, we choose the HF propaga-
tor to construct the dynamical part ���(⇥) of self-energy
in (5). The g1stiteration(⇥) solution of Dyson equation in
(4) is then employed to evaluate the self-energy for sec-
ond cycle. This procedure is iterated up to convergence.
The inclusion of 3NF does not modify this scheme, never-
theless the two-body potential is now density-dependent.
This increases sharply the computational time required
since �T , �V should be re-built at each step. We discuss in
a di⇥erent section, several approximations aimed to limit
the computational time.

C. Evaluation of hW i

The mean value of ⇤W ⌅, in eq. (14), can be estimated
at several orders in PT thanks to the perturbative ex-
pansion of ppp/hhh propagator in eq. (??). It is an aim
of the present work to investigate which approximations
are required to achieve a proper level of accuracy. The
dominant contribution comes from the HF term

⇤W ⌅0�HF ⇥ 1
6
W�⇥⇤,µ⇧⌃ �0

µ� �0
⇧,⇥ �0

⌃,⇤ , (16)
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
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+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)

(ph)

(pp/hh)

ΠΠ
II

Π(ph)

gII (pp/hh)

(ph)

Π(ph)

g

FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑
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(
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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tion method up to third order in the the perturbation
theory (PT): ADC(3). Here the contribution of 2p � 1h
and 2h�1p are consistently included and the interaction
between pp/hh or ph are modeled with a TDA scheme.
The same level of both accuracy and consistency can be
obtained using Fadeev-TDA in a re-phrased formulation
that has been fully described in several papers in the case
of two-body interaction only [3]. The inclusion of 3NF
e⇥ects can be done passing from T , V operators, to the
e⇥ective T̃ ,Ṽ : the new equations concerning polarization
and particle-particle (hole-hole) propagator in TDA ap-
proximation are shown diagrammatically in fig. (4) to-
gether with the e⇥ective the two-body potential (see fig.
3). In the FTDA approach then we still need to add them
consistently to shape the (2p � 1h � 2h � 1p)irreducible
propagator R(w) (see for example [4]), whose contribu-
tion to the s-p self energy in the 2p-1h channel, is drawn
in (3) (the 2h-1p is straightforward). Moreover, in (3)
we show how the new arising 3NF e⇥ective terms can be
summed up using slightly modified FTDA integral equa-
tion. The need to separate one and two-body contribu-
tion of 3NF is clear and lays on the di⇥erence between the
combinatorial factors in the two cases. All the properties
of these equations still remain: they include the e⇥ect

of ph and pp/hh motion allowing interferences between
them, and at the same time giving the right combinato-
rial factor to the second order diagrams without the need
of spurious subtraction.

B. Iterative methods

The SCGF approach has been fully described in previ-
ous papers[3, 4] although they were limited to 2NF only
. The self-energy matrix ��

⇥⇥� is expanded in term of the
dressed propagator up to the order and the level of ac-
curacy required. All the lines in �� should be thought
as dressed, this means that the actual degrees of freedom
are the excitations of the fully correlated system. The ef-
fects of the fragmentation are already included in the self-
consistency calculation. In practical case, we need an in-
put propagator to start with, we choose the HF propaga-
tor to construct the dynamical part ���(⇥) of self-energy
in (5). The g1stiteration(⇥) solution of Dyson equation in
(4) is then employed to evaluate the self-energy for sec-
ond cycle. This procedure is iterated up to convergence.
The inclusion of 3NF does not modify this scheme, never-
theless the two-body potential is now density-dependent.
This increases sharply the computational time required
since �T , �V should be re-built at each step. We discuss in
a di⇥erent section, several approximations aimed to limit
the computational time.

C. Evaluation of hW i

The mean value of ⇤W ⌅, in eq. (14), can be estimated
at several orders in PT thanks to the perturbative ex-
pansion of ppp/hhh propagator in eq. (??). It is an aim
of the present work to investigate which approximations
are required to achieve a proper level of accuracy. The
dominant contribution comes from the HF term

⇤W ⌅0�HF ⇥ 1
6
W�⇥⇤,µ⇧⌃ �0

µ� �0
⇧,⇥ �0

⌃,⇤ , (16)

Use:        as 2-body potential in all V-irred.  
        RPA/TDA summations!

4

QUASIPARTICLE AND QUASIHOLE STATES OF NUCLEI . . . PHYSICAL REVIEW C 79, 064313 (2009)

+

+−

=

=g II

Π

g

Π(ph)

(pp/hh)II

(ph)

(pp/hh)

FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑

n̸∈F

(
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)∗
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β
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+
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)

(ph)

(pp/hh)

ΠΠ
II

Π(ph)

gII (pp/hh)

(ph)

Π(ph)

g

FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
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Ṽ

QUASIPARTICLE AND QUASIHOLE STATES OF NUCLEI . . . PHYSICAL REVIEW C 79, 064313 (2009)

+

+−

=

=g II

Π

g

Π(ph)

(pp/hh)II

(ph)

(pp/hh)

FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
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RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄
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(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],
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(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
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ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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Ṽ

Ṽ
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ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)
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µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄
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µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)
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]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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tion method up to third order in the the perturbation
theory (PT): ADC(3). Here the contribution of 2p � 1h
and 2h�1p are consistently included and the interaction
between pp/hh or ph are modeled with a TDA scheme.
The same level of both accuracy and consistency can be
obtained using Fadeev-TDA in a re-phrased formulation
that has been fully described in several papers in the case
of two-body interaction only [3]. The inclusion of 3NF
e⇥ects can be done passing from T , V operators, to the
e⇥ective T̃ ,Ṽ : the new equations concerning polarization
and particle-particle (hole-hole) propagator in TDA ap-
proximation are shown diagrammatically in fig. (4) to-
gether with the e⇥ective the two-body potential (see fig.
3). In the FTDA approach then we still need to add them
consistently to shape the (2p � 1h � 2h � 1p)irreducible
propagator R(w) (see for example [4]), whose contribu-
tion to the s-p self energy in the 2p-1h channel, is drawn
in (3) (the 2h-1p is straightforward). Moreover, in (3)
we show how the new arising 3NF e⇥ective terms can be
summed up using slightly modified FTDA integral equa-
tion. The need to separate one and two-body contribu-
tion of 3NF is clear and lays on the di⇥erence between the
combinatorial factors in the two cases. All the properties
of these equations still remain: they include the e⇥ect

of ph and pp/hh motion allowing interferences between
them, and at the same time giving the right combinato-
rial factor to the second order diagrams without the need
of spurious subtraction.

B. Iterative methods

The SCGF approach has been fully described in previ-
ous papers[3, 4] although they were limited to 2NF only
. The self-energy matrix ��

⇥⇥� is expanded in term of the
dressed propagator up to the order and the level of ac-
curacy required. All the lines in �� should be thought
as dressed, this means that the actual degrees of freedom
are the excitations of the fully correlated system. The ef-
fects of the fragmentation are already included in the self-
consistency calculation. In practical case, we need an in-
put propagator to start with, we choose the HF propaga-
tor to construct the dynamical part ���(⇥) of self-energy
in (5). The g1stiteration(⇥) solution of Dyson equation in
(4) is then employed to evaluate the self-energy for sec-
ond cycle. This procedure is iterated up to convergence.
The inclusion of 3NF does not modify this scheme, never-
theless the two-body potential is now density-dependent.
This increases sharply the computational time required
since �T , �V should be re-built at each step. We discuss in
a di⇥erent section, several approximations aimed to limit
the computational time.

C. Evaluation of hW i

The mean value of ⇤W ⌅, in eq. (14), can be estimated
at several orders in PT thanks to the perturbative ex-
pansion of ppp/hhh propagator in eq. (??). It is an aim
of the present work to investigate which approximations
are required to achieve a proper level of accuracy. The
dominant contribution comes from the HF term
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑

n̸∈F

(
φn

α

)∗
φn

β

ω − εIMP
n + iη

+
∑

k∈F

φk
α

(
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β

)∗

ω − εIMP
k − iη

, (14)
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
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ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
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µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)
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µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑

n̸∈F

(
φn

α

)∗
φn

β

ω − εIMP
n + iη

+
∑

k∈F

φk
α

(
φk

β

)∗

ω − εIMP
k − iη

, (14)

064313-5

Ṽ
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ ,µνλ(ω) = G0>

αβγ ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ ,µνλ(ω) = Uαβγ ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of
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FIG. 1. (Color online) Diagrammatic equations for the polar-
ization (top) and the two-particle (bottom) propagators in the
RPA approach. Dashed lines are matrix elements of the effective
nucleon-nucleon interaction, Eq. (8). The solid lines represent the
independent-particle model propagator gIPM(ω), which is employed
instead of the fully dressed one. See the text for details.

where G0>(ω) is the 2p1h propagator for three freely propa-
gating lines. These components are solutions of the following
set of Faddeev equations [63],

R̄
(i)
αβγ,µνλ(ω) = G0>

αβγ,µ′ν ′λ′(ω)'(i)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)

[
R̄

(j )
µ′′ν ′′λ′′,µνλ(ω)

+ R̄
(k)
µ′′ν ′′λ′′,µνλ(ω) + G0>

µ′′ν ′′λ′′,µνλ(ω)

−G0>

ν ′′µ′′λ′′,µνλ(ω)
]
, i = 1, 2, 3, (12)

where (i, j, k) are cyclic permutations of (1, 2, 3). The in-
teraction vertices '(i)(ω) contain the couplings of a particle-
hole (ph), see Eq. (9), or two-particle/two-hole (pp/hh), see
Eq. (10), collective excitations and a freely propagating line.
The propagator R(ω) which we employ in Eq. (3) is finally
obtained by

R
(2p1h)
αβγ,µνλ(ω) = Uαβγ,µ′ν ′λ′R̄

(2p1h)
µ′ν ′λ′,µ′′ν ′′λ′′ (ω)U †

µ′′ν ′′λ′′,µνλ, (13)
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FIG. 2. (Color online) Example of one of the diagrams that
are summed to all orders by means of the Faddeev random phase
approximation Eqs. (12) (left). The corresponding contribution to the
self-energy, obtained upon insertion into Eq. (3), is also shown (right).

where the matrix U has the effect of renormalizing the
strength of the dynamic self-energy. This correction ensures
consistency with perturbation theory up to the third order.
The explicit formulas of the matrices '(i)(ω) and U are given
in terms of the propagators of Eqs. (9), (10), and (14) and the
interaction Vαβ,γ δ . They are discussed in detail in Ref. [51]. The
calculation of the 2h1p component of R(ω) follows completely
analogous steps.

The present formalism includes the effects of ph and pp/hh
motion simultaneously, while allowing interferences between
these modes. These excitations are evaluated here at the
RPA level and are then coupled to each other by solving
Eqs. (12). This generates diagrams like the one displayed
in Fig. 2. The Faddeev equations also ensure that the Pauli
principle is correctly taken into account at the 2p1h and
2h1p level. In addition, one can in principle employ dressed
single-particle propagators in these equations to generate a
fully self-consistent solution, as done in Refs. [29] and [31]
for valence orbits around 16O.

C. Self-consistent approach

In the self-consistent Green’s function approach, both the
)MF part of the self-energy and the polarization propagator
R(ω) are expressed directly in terms of the exact single-particle
propagator g(ω). The lines in Figs. 1 and 2 should thus
represent the fully dressed propagator obtained by solving the
Dyson equation. Because the degrees of freedom contained
in Eq. (1) are excitations of the fully correlated system,
the formalism does not depend on an explicit reference
state. Normally, one first computes Eq. (3) in terms of an
approximate propagator. The solution of Eq. (2) is then used to
calculate an improved self-energy and the procedure is iterated
to convergence. Baym and Kadanoff have shown that the
self-consistency requirement implies the conservation of both
microscopic and macroscopic properties [64,65]. Intuitively,
the self-consistency requirement becomes important whenever
dynamical correlations modify substantially the response with
respect to the Hartree-Fock mean field (an example is the
band-gap error problem in diamond crystals [66]). When
applying standard Hartree-Fock theory to nuclear structure,
most realistic interactions predict unbound nuclei and valence
orbits in the continuum. This is a very poor starting point for
any application of perturbation theory and other many-body
techniques. However, the self-consistent approach requires
using correlated quasiparticle energies and wave functions [the
poles and residues of Eq. (1)]. These degrees of freedom form
an optimal starting point for studies of many-body dynamics
at the Fermi surface.

Accounting for the fragmentation of the single-particle
propagator in the Faddeev random phase approximation
increases the computational load as one moves to larger
nuclei and model spaces. In this situation it is convenient to
expand R(ω) in terms of an independent-particle model (IPM)
propagator. This should approximate the dressed one but with
a limited number of poles. Thus, we solve Eqs. (12) in terms
of

gIPM
αβ (ω) =

∑

n̸∈F

(
φn

α

)∗
φn

β

ω − εIMP
n + iη

+
∑

k∈F

φk
α

(
φk

β

)∗

ω − εIMP
k − iη

, (14)
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FIG. 4: Integral equations for polarization term and particle-
particle (hole-hole) green function.

tion method up to third order in the the perturbation
theory (PT): ADC(3). Here the contribution of 2p � 1h
and 2h�1p are consistently included and the interaction
between pp/hh or ph are modeled with a TDA scheme.
The same level of both accuracy and consistency can be
obtained using Fadeev-TDA in a re-phrased formulation
that has been fully described in several papers in the case
of two-body interaction only [3]. The inclusion of 3NF
e⇥ects can be done passing from T , V operators, to the
e⇥ective T̃ ,Ṽ : the new equations concerning polarization
and particle-particle (hole-hole) propagator in TDA ap-
proximation are shown diagrammatically in fig. (4) to-
gether with the e⇥ective the two-body potential (see fig.
3). In the FTDA approach then we still need to add them
consistently to shape the (2p � 1h � 2h � 1p)irreducible
propagator R(w) (see for example [4]), whose contribu-
tion to the s-p self energy in the 2p-1h channel, is drawn
in (3) (the 2h-1p is straightforward). Moreover, in (3)
we show how the new arising 3NF e⇥ective terms can be
summed up using slightly modified FTDA integral equa-
tion. The need to separate one and two-body contribu-
tion of 3NF is clear and lays on the di⇥erence between the
combinatorial factors in the two cases. All the properties
of these equations still remain: they include the e⇥ect

of ph and pp/hh motion allowing interferences between
them, and at the same time giving the right combinato-
rial factor to the second order diagrams without the need
of spurious subtraction.

B. Iterative methods

The SCGF approach has been fully described in previ-
ous papers[3, 4] although they were limited to 2NF only
. The self-energy matrix ��

⇥⇥� is expanded in term of the
dressed propagator up to the order and the level of ac-
curacy required. All the lines in �� should be thought
as dressed, this means that the actual degrees of freedom
are the excitations of the fully correlated system. The ef-
fects of the fragmentation are already included in the self-
consistency calculation. In practical case, we need an in-
put propagator to start with, we choose the HF propaga-
tor to construct the dynamical part ���(⇥) of self-energy
in (5). The g1stiteration(⇥) solution of Dyson equation in
(4) is then employed to evaluate the self-energy for sec-
ond cycle. This procedure is iterated up to convergence.
The inclusion of 3NF does not modify this scheme, never-
theless the two-body potential is now density-dependent.
This increases sharply the computational time required
since �T , �V should be re-built at each step. We discuss in
a di⇥erent section, several approximations aimed to limit
the computational time.

C. Evaluation of hW i

The mean value of ⇤W ⌅, in eq. (14), can be estimated
at several orders in PT thanks to the perturbative ex-
pansion of ppp/hhh propagator in eq. (??). It is an aim
of the present work to investigate which approximations
are required to achieve a proper level of accuracy. The
dominant contribution comes from the HF term

⇤W ⌅0�HF ⇥ 1
6
W�⇥⇤,µ⇧⌃ �0

µ� �0
⇧,⇥ �0

⌃,⇤ , (16)

Then:!

…approximations and some improvements still 
being assessed – this is all work in progress!

A. Cipollone, CB, P. Navrátil, Phys. Rev. Lett. 111, 062501 (2013)!
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✺ Thus, need an extra correction: 
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0

� EN�1

n

, leaving the system in an
excited state with N � 1 particles.

Knowledge of the hole spectral function enables the
computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]
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where the hamiltonian we are working with is the one
given in Eq. (1); evaluation of the last term on the right
side of Eq.32 gives
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get
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The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:

hT̂ i =
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0

� EN�1

n

, leaving the system in an
excited state with N � 1 particles.

Knowledge of the hole spectral function enables the
computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]
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where the hamiltonian we are working with is the one
given in Eq. (1); evaluation of the last term on the right
side of Eq.32 gives
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get
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|Ŵ | N

0

i .

(34)
The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0

� EN�1

n

, leaving the system in an
excited state with N � 1 particles.

Knowledge of the hole spectral function enables the
computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]
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where the hamiltonian we are working with is the one
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side of Eq.32 gives
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get
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The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0

� EN�1
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, leaving the system in an
excited state with N � 1 particles.

Knowledge of the hole spectral function enables the
computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get
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The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0

� EN�1

n

, leaving the system in an
excited state with N � 1 particles.

Knowledge of the hole spectral function enables the
computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get
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The expectation value of the 1B operator, T , can also be
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).
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The expectation value of the 1B operator, T , can also be
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:
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Eqs. (36) and (37) are both exact. Which one should be
emploied in actual calculations mostly depend on the ac-
curacy with which one can evaluate the expectation val-
ues of h N

0

|bV | N

0

i and h N

0

|cW | N

0

i. In general the latter
is a smaller contribution, which makes the overall error
smaller for Eq. (37). This was the approach recently used
in both finite nuclei and infinite nucleon clatter [31, 32].

There it was found that evaluating h N

0

|cW | N

0

i at first
order in terms of dressed propagators leads to satisfac-
tory results. However, accuracy is lost if free propaga-
tors, G(0) are used instead. Eq. (36) may become useful
in calculation of infinite matter, in which the �4�pt is cal-
culated non perturbatively, and thus expectation values
of 2B operators might be obtained to good accuracy.

V. CONCLUSIONS

We have presented an extended version of the self-
consistent Green’s functions approach to consistently in-
clude 3B interactions. Through the correct definition of
e↵ective potentials, we demonstrated how the inclusion of
the 3B interaction has to be performed in a di↵erent man-
ner between the 1B and 2B e↵ective terms. The e↵ective
operators, built through an inspired improved version of
normal ordering of the many-body hamiltonian, greatly
improve the enumeration of diagrams in the perturba-
tive expansion of the SP propagator. Furthermore they
prove to be strongly useful when rewriting the equation
for the 1B propagator in terms of the interaction � vertex
functions. We observed how these e↵ective operators fa-
cilitate the perturbative expansion of the SP propagator
grouping di↵erent contributions in single diagrams.

Solving the EOM for the SP propagator allowed us
to encounter a complete expression for the proper self-
energy including consistently 1B, 2B and 3B forces, which
correctly counts terms in the dressing of the SP propa-
gator when performing the iterative Dyson’s equation.
Through the hierarchy of EOM, we encountered a com-
plete expression for the 4-point � vertex function, which
embodies all higher order interacting contributions be-
yond the mean-field. Truncation to second order of this
function, together with a second order expression for the
6-point � function, provides the third order approxima-
tion for the irreducible self-energy, which proved to cor-
respond to diagrams obtained perturbatively in the dia-
grammatic expansion of the SP propagator.

We presented corrections for the energy of the many-
body ground state computed via means of the GMK sum-
rule. Two possible approaches have been proposed, which

require calculation of either the 2B or 3B operator mean-
value in the many-body ground state of the system. Cal-
culation performed using this extended SCGF formalism
have been presented recently. The inclusion of 3B nuclear
forces turn out to be crucial at the hour of calculating
ground state energies for nitrogen, oxygen and fluorine
isotopic chains [31]; the importance of 3B nuclear forces
have proved to be necessary not only in finite systems,
but even more in infinite systems, providing the neces-
sary repulsion for nuclear matter to get to saturation at
consistent values of energy/densities [32].

This expanded approach gives further credit to the
study of nuclear systems from a Green’s functions point
of view. The power embodied in this formalism lies in
the possibility of obtaining from one single many-body
approach, many relevant quantities for the description of
a quantum many-body system, from binding energies, to
thermodynamical behavior, to the description of trans-
port quantities, or pairing.

We consider this expanded approach an interesting tool
to study quantum many-body systems from an ab-initio

microscopic point of view, which can grasp the correlated
non perturbative behavior of the system.
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Appendix A: Feynman diagrams rules for 2- and
3-body interactions

Non trivial symmetry factors can arise in diagrams
that include many-body interaction terms. This ap-
pendix reviews the corresponding Feynman rules both
in time and energy formulation, and gives some specific
examples.

The perturbartion formula of Eq. (7) is trivially gener-
alized to the one for p-body propagators, such as Eqs. (3)
and (4). At k-th order in perturbation theory, any con-
tribution from the time-ordered product in Eq. (7)—or
from its generalisation—is represented as a diagram with
2p external points and to k interacting vertexes all con-
nected by means of oriented lines. This lines arise from
contractions between annihilator and creator operators:
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Applying the Wick’s theorem results in the following
Feynman rules.
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0

� EN�1

n

, leaving the system in an
excited state with N � 1 particles.

Knowledge of the hole spectral function enables the
computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]
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where the hamiltonian we are working with is the one
given in Eq. (1); evaluation of the last term on the right
side of Eq.32 gives
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get
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The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:

EN

0

=
1

3
h N

0

|bV | N

0

i (36)

1

3⇡

Z

✏

�
F

�1
d!

X

↵�

(2T
↵�

+ !�
↵�

)ImG
�↵

(!)

15

and

EN

0

= �1

2
h N

0

|cW | N

0

i (37)

1

2⇡

Z

✏

�
F

�1
d!

X

↵�

(T
↵�

+ !�
↵�

)ImG
�↵

(!) .

Eqs. (36) and (37) are both exact. Which one should be
emploied in actual calculations mostly depend on the ac-
curacy with which one can evaluate the expectation val-
ues of h N

0

|bV | N

0

i and h N

0

|cW | N

0

i. In general the latter
is a smaller contribution, which makes the overall error
smaller for Eq. (37). This was the approach recently used
in both finite nuclei and infinite nucleon clatter [31, 32].

There it was found that evaluating h N

0

|cW | N

0

i at first
order in terms of dressed propagators leads to satisfac-
tory results. However, accuracy is lost if free propaga-
tors, G(0) are used instead. Eq. (36) may become useful
in calculation of infinite matter, in which the �4�pt is cal-
culated non perturbatively, and thus expectation values
of 2B operators might be obtained to good accuracy.

V. CONCLUSIONS

We have presented an extended version of the self-
consistent Green’s functions approach to consistently in-
clude 3B interactions. Through the correct definition of
e↵ective potentials, we demonstrated how the inclusion of
the 3B interaction has to be performed in a di↵erent man-
ner between the 1B and 2B e↵ective terms. The e↵ective
operators, built through an inspired improved version of
normal ordering of the many-body hamiltonian, greatly
improve the enumeration of diagrams in the perturba-
tive expansion of the SP propagator. Furthermore they
prove to be strongly useful when rewriting the equation
for the 1B propagator in terms of the interaction � vertex
functions. We observed how these e↵ective operators fa-
cilitate the perturbative expansion of the SP propagator
grouping di↵erent contributions in single diagrams.

Solving the EOM for the SP propagator allowed us
to encounter a complete expression for the proper self-
energy including consistently 1B, 2B and 3B forces, which
correctly counts terms in the dressing of the SP propa-
gator when performing the iterative Dyson’s equation.
Through the hierarchy of EOM, we encountered a com-
plete expression for the 4-point � vertex function, which
embodies all higher order interacting contributions be-
yond the mean-field. Truncation to second order of this
function, together with a second order expression for the
6-point � function, provides the third order approxima-
tion for the irreducible self-energy, which proved to cor-
respond to diagrams obtained perturbatively in the dia-
grammatic expansion of the SP propagator.

We presented corrections for the energy of the many-
body ground state computed via means of the GMK sum-
rule. Two possible approaches have been proposed, which

require calculation of either the 2B or 3B operator mean-
value in the many-body ground state of the system. Cal-
culation performed using this extended SCGF formalism
have been presented recently. The inclusion of 3B nuclear
forces turn out to be crucial at the hour of calculating
ground state energies for nitrogen, oxygen and fluorine
isotopic chains [31]; the importance of 3B nuclear forces
have proved to be necessary not only in finite systems,
but even more in infinite systems, providing the neces-
sary repulsion for nuclear matter to get to saturation at
consistent values of energy/densities [32].

This expanded approach gives further credit to the
study of nuclear systems from a Green’s functions point
of view. The power embodied in this formalism lies in
the possibility of obtaining from one single many-body
approach, many relevant quantities for the description of
a quantum many-body system, from binding energies, to
thermodynamical behavior, to the description of trans-
port quantities, or pairing.

We consider this expanded approach an interesting tool
to study quantum many-body systems from an ab-initio

microscopic point of view, which can grasp the correlated
non perturbative behavior of the system.
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Appendix A: Feynman diagrams rules for 2- and
3-body interactions

Non trivial symmetry factors can arise in diagrams
that include many-body interaction terms. This ap-
pendix reviews the corresponding Feynman rules both
in time and energy formulation, and gives some specific
examples.

The perturbartion formula of Eq. (7) is trivially gener-
alized to the one for p-body propagators, such as Eqs. (3)
and (4). At k-th order in perturbation theory, any con-
tribution from the time-ordered product in Eq. (7)—or
from its generalisation—is represented as a diagram with
2p external points and to k interacting vertexes all con-
nected by means of oriented lines. This lines arise from
contractions between annihilator and creator operators:
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Applying the Wick’s theorem results in the following
Feynman rules.

Rule 1: Draw all, topologically distinct and connected

or!

(Galitskii-Migdal-Boffi-) Koltun sumrule 
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FIG. 6. Diagrammatic representation of the EOM, Eq. (22),
for the dressed 1B propagator, G. The first term, given
by a single line, defines the free 1B propagator, G(0). The
second term denotes the interaction with a bare 1B poten-
tial, whereas the third and the fourth terms define the self-
interaction involving the intermediate propagation of two- and
three-particle configurations.

G

4�pt = � + �4�pt

FIG. 7. Exact separation of the 4-point Green’s function,
G4�pt, in terms of non-interacting lines and a vertex function,
as given in Eq. (23). The first two terms are the direct and
exchange propagation of two non-interacting and fully dressed
particles. The last term defines the 4-point vertex function,
�4�pt, involving the sum of all 1PI diagrams.

well. Before that, however, it is possible to further sim-
plify contributions in Eq. (22) by splitting the n-point
GFs into two terms. The first one is relatively simple
and it involves the properly anti-symmetrized indepen-
dent propagation of n dressed particles. The second term
will involve the interaction vertices, �4�pt and �6�pt, 1PI
vertex functions that include all interaction e↵ects [51].
The latter can be neatly connected to the irreducible self-
energy.

For the the 4-point GF, this separation is shown di-
agrammatically in Fig. 7. The first two terms involve
two dressed fermion lines propagating independently, and
their exchange as required by the Pauli principle. The
remaining part, stripped of its external legs, can contain
only 1PI diagrams which are collected in a vertex func-
tion, �4�pt. This is associated with interactions and, at
lowest level, it would correspond to a 2BF. As we will
see in the following, however, 3B interactions also pro-
vide contributions to �4�pt. The 4-point vertex function
is defined by the following equation:

G4�pt

↵�,��(!↵,!� ;!� ,!�) = i~
⇥

2⇡�(!↵ � !�)G↵�(!↵)G��(!�) � 2⇡�(!� � !�)G↵�(!↵)G��(!�)
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G↵✓(!↵)G�µ(!�)�4�pt

✓µ,⌫�(!↵,!� ;!� ,!�)G⌫�(!�)G��(!�) .

Eq. (23) is an exact equation and serves as an implicit
definition of �4�pt. Di↵erent many-body approximations
arise when approximations are performed on this vertex
function [3, 14].

A similar expression holds for the 6-point GF. In this
case, the diagrams that involve non interacting lines can
contain either all 3 dressed propagators moving indepen-
dently from each other or groups of two lines interacting
through a 4-point vertex function. The remaining terms
are collected in a 6-point vertex function, �6�pt, which

contains terms where all 3 lines are interacting. This
separation is demonstrated diagrammatically in Fig. 8.
The Pauli principle requires a complete antisymmetriza-
tion of the diagrams. For the “free propagating” term,
this implies all 3! = 6 permutations of the 3 lines. The
second term, involving �4�pt, requires 32 = 9 cyclic per-
mutations within both incoming and outgoing legs. The
6-point vertex function is already antisymmetrized and
hence no permutations are needed.

The equation corresponding to Fig. 8 is exact and pro-
vides an implicit definition of the �6�pt vertex function:
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FIG. 9. Diagrammatic representation of the irreducible self-
energy ⌃? by means of e↵ective 1B and 2B potentials and
1PI vertex functions, as given in Eq. (25). The first term is
the energy independent part of ⌃? and contains all diagrams
depicted in Fig.1. The second and third terms are dynamical
terms consisting of excited configurations generated through
2B and 3BFs. This is an exact equation for Hamiltonians
including 3BFs and it is not derived from perturbation theory.

The diagrammatic representation of Eq. (25) is shown
in Fig. 9. We note that, as an irreducible self-energy, this
should include all the connected, 1PI diagrams. These
can be regrouped in terms of skeleton and interaction

irreducible contributions, as long as �4�pt and �6�pt

are expressed that way. Note that only e↵ective inter-
action are used here, i.e. the interactions are e↵ective,
not bare. The interaction reducible components of eU , eV
and W are actually generated by contributions involv-
ing partially non-interacting propagators contributions
inside G4�pt and G6�pt. The first two terms in both
Eqs. (23) and (24) only contribute to generate e↵ective
interactions. Note, however, that the 2B e↵ective inter-
action does receive contributions from both �4�pt and
�6�pt in the self-consistent procedure.

The first term entering Eq. (25) is the energy-
independent contribution to the irreducible self-energy
already found in Eq. (16). This includes the subtraction
of the auxiliary field, Û , as well as the 1B interaction-
irreducible contributions due to the 2B and 3BFs. Once
again, we note that the definition of this term, shown in
Fig. 1, involves fully correlated density matrices. Even
though it is a static contribution, it goes beyond the
Hartree-Fock approximation. The dispersive part of the
self-energy is described by the second and third terms
on the right-side of Eq. (25). These account for all
higher-order contributions and incorporate correlations
on a 2B and 3B level associated with the vertex func-
tions �4�pt and �6�pt, respectively. In Sec. III C below,
we will expand these vertices up to second order and show
that Eq. (25) actually generates all diagrams derived in

Sec. II B.

B. Equation of motion for G4�pt and �4�pt

We now apply the EOM method to the 4-point GF.
This will provide insight into approximation schemes that
involve correlations at or beyond the 2B-level. Let us
stress that our final aim is to obtain generic nonpertur-
bative approximation schemes in the many-body sector.
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FIG. 10. Diagrammatic representation of the EOM for the
four-point propagator, G4�pt, given in Eq. (26). The last
term, involving an 8-point GF, arises due to the presence of
3B interactions.

Taking the time derivative of the first argument in Eq. (3)
and following the same procedure as in Sec. III A, we find:
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action does receive contributions from both �4�pt and
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The first term entering Eq. (25) is the energy-
independent contribution to the irreducible self-energy
already found in Eq. (16). This includes the subtraction
of the auxiliary field, Û , as well as the 1B interaction-
irreducible contributions due to the 2B and 3BFs. Once
again, we note that the definition of this term, shown in
Fig. 1, involves fully correlated density matrices. Even
though it is a static contribution, it goes beyond the
Hartree-Fock approximation. The dispersive part of the
self-energy is described by the second and third terms
on the right-side of Eq. (25). These account for all
higher-order contributions and incorporate correlations
on a 2B and 3B level associated with the vertex func-
tions �4�pt and �6�pt, respectively. In Sec. III C below,
we will expand these vertices up to second order and show
that Eq. (25) actually generates all diagrams derived in

Sec. II B.

B. Equation of motion for G4�pt and �4�pt

We now apply the EOM method to the 4-point GF.
This will provide insight into approximation schemes that
involve correlations at or beyond the 2B-level. Let us
stress that our final aim is to obtain generic nonpertur-
bative approximation schemes in the many-body sector.
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FIG. 10. Diagrammatic representation of the EOM for the
four-point propagator, G4�pt, given in Eq. (26). The last
term, involving an 8-point GF, arises due to the presence of
3B interactions.

Taking the time derivative of the first argument in Eq. (3)
and following the same procedure as in Sec. III A, we find:
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1PI vertex functions, as given in Eq. (25). The first term is
the energy independent part of ⌃? and contains all diagrams
depicted in Fig.1. The second and third terms are dynamical
terms consisting of excited configurations generated through
2B and 3BFs. This is an exact equation for Hamiltonians
including 3BFs and it is not derived from perturbation theory.

The diagrammatic representation of Eq. (25) is shown
in Fig. 9. We note that, as an irreducible self-energy, this
should include all the connected, 1PI diagrams. These
can be regrouped in terms of skeleton and interaction
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are expressed that way. Note that only e↵ective inter-
action are used here, i.e. the interactions are e↵ective,
not bare. The interaction reducible components of eU , eV
and W are actually generated by contributions involv-
ing partially non-interacting propagators contributions
inside G4�pt and G6�pt. The first two terms in both
Eqs. (23) and (24) only contribute to generate e↵ective
interactions. Note, however, that the 2B e↵ective inter-
action does receive contributions from both �4�pt and
�6�pt in the self-consistent procedure.

The first term entering Eq. (25) is the energy-
independent contribution to the irreducible self-energy
already found in Eq. (16). This includes the subtraction
of the auxiliary field, Û , as well as the 1B interaction-
irreducible contributions due to the 2B and 3BFs. Once
again, we note that the definition of this term, shown in
Fig. 1, involves fully correlated density matrices. Even
though it is a static contribution, it goes beyond the
Hartree-Fock approximation. The dispersive part of the
self-energy is described by the second and third terms
on the right-side of Eq. (25). These account for all
higher-order contributions and incorporate correlations
on a 2B and 3B level associated with the vertex func-
tions �4�pt and �6�pt, respectively. In Sec. III C below,
we will expand these vertices up to second order and show
that Eq. (25) actually generates all diagrams derived in
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We now apply the EOM method to the 4-point GF.
This will provide insight into approximation schemes that
involve correlations at or beyond the 2B-level. Let us
stress that our final aim is to obtain generic nonpertur-
bative approximation schemes in the many-body sector.
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FIG. 10. Diagrammatic representation of the EOM for the
four-point propagator, G4�pt, given in Eq. (26). The last
term, involving an 8-point GF, arises due to the presence of
3B interactions.

Taking the time derivative of the first argument in Eq. (3)
and following the same procedure as in Sec. III A, we find:

- EOM for 1-body propagator:!

- EOM for 2-body propagator:!

irred. self-energy:!
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FIG. 6. Diagrammatic representation of the EOM, Eq. (22),
for the dressed 1B propagator, G. The first term, given
by a single line, defines the free 1B propagator, G(0). The
second term denotes the interaction with a bare 1B poten-
tial, whereas the third and the fourth terms define the self-
interaction involving the intermediate propagation of two- and
three-particle configurations.
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FIG. 7. Exact separation of the 4-point Green’s function,
G4�pt, in terms of non-interacting lines and a vertex function,
as given in Eq. (23). The first two terms are the direct and
exchange propagation of two non-interacting and fully dressed
particles. The last term defines the 4-point vertex function,
�4�pt, involving the sum of all 1PI diagrams.

well. Before that, however, it is possible to further sim-
plify contributions in Eq. (22) by splitting the n-point
GFs into two terms. The first one is relatively simple
and it involves the properly anti-symmetrized indepen-
dent propagation of n dressed particles. The second term
will involve the interaction vertices, �4�pt and �6�pt, 1PI
vertex functions that include all interaction e↵ects [51].
The latter can be neatly connected to the irreducible self-
energy.

For the the 4-point GF, this separation is shown di-
agrammatically in Fig. 7. The first two terms involve
two dressed fermion lines propagating independently, and
their exchange as required by the Pauli principle. The
remaining part, stripped of its external legs, can contain
only 1PI diagrams which are collected in a vertex func-
tion, �4�pt. This is associated with interactions and, at
lowest level, it would correspond to a 2BF. As we will
see in the following, however, 3B interactions also pro-
vide contributions to �4�pt. The 4-point vertex function
is defined by the following equation:

G4�pt

↵�,��(!↵,!� ;!� ,!�) = i~
⇥

2⇡�(!↵ � !�)G↵�(!↵)G��(!�) � 2⇡�(!� � !�)G↵�(!↵)G��(!�)
⇤
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Eq. (23) is an exact equation and serves as an implicit
definition of �4�pt. Di↵erent many-body approximations
arise when approximations are performed on this vertex
function [3, 14].

A similar expression holds for the 6-point GF. In this
case, the diagrams that involve non interacting lines can
contain either all 3 dressed propagators moving indepen-
dently from each other or groups of two lines interacting
through a 4-point vertex function. The remaining terms
are collected in a 6-point vertex function, �6�pt, which

contains terms where all 3 lines are interacting. This
separation is demonstrated diagrammatically in Fig. 8.
The Pauli principle requires a complete antisymmetriza-
tion of the diagrams. For the “free propagating” term,
this implies all 3! = 6 permutations of the 3 lines. The
second term, involving �4�pt, requires 32 = 9 cyclic per-
mutations within both incoming and outgoing legs. The
6-point vertex function is already antisymmetrized and
hence no permutations are needed.

The equation corresponding to Fig. 8 is exact and pro-
vides an implicit definition of the �6�pt vertex function:
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underneath some of the diagrams indicate that the term obtained by exchanging the {�!�} and {�!�} arguments must also be
included. Diagrams (a), (b), (c) and (f) are the only ones present for 2B Hamiltonians, although (f) also contains some intrinsic
3BF contributions such as the {↵!↵} $ {�!�} exchange of (e). All other diagrams arise from the inclusion of 3B interactions.
Diagrams (b) is responsible for generating the ladder summation, the direct part of (c) generates the series of antysimmetrized
rings, and the three sets together [(b), (c) and the exchange of (c)] would give rise to a Parquet-type resummation.

Fig. 12 (�8�pt did not appear in the 2BF-only case).
This level of truncation is already su�cient to retain
physically-relevant subsets of diagrams, such as ladders
and rings. Let us note, in particular, that the summation
of these infinite series leads to nonperturbative many-
body schemes. For completeness, we show in Fig. 12 all
contributions coming also from the �6�pt and �8�pt ver-
tices, since many arise from including 3BFs.

We have ordered the diagrams in Fig. 12 in terms of
increasing contribution from the 3BFs and in the order
of perturbation theory at which they start contributing
to �4�pt. Intuitively, we expect that this should order
them in decreasing importance. Diagrams 12a, 12b, 12c
and 12f are those that are also present in the 2BF-only
case. Diagram 12f, however, is of mixed nature: it can
contribute only at third order with e↵ective 2BFs, but
does contain interaction irreducible 3BF contributions

at second order that are similar to diagrams 12d and
12e. Diagrams 12d-h all contribute to �4�pt at second
order, although the first three require a combination of a
eV and a W term. The remaining diagrams in this group,
12g and 12h, require two 3B interactions at second or-
der and are expected to be subleading. Note that 12d is
antisymmetric in ↵ and �, but it must also be antisym-
metrized with respect to � and �. Its conjugate contri-
bution, 12e, should not be further antisymmetrized in ↵
and �, because such exchange term is already included in
12f. All the remaining terms, 12i-k, only contribute from
the third order on.

The simplest truncation schemes to �4�pt come from
considering the first three terms of Fig. 12, which involve
e↵ective 2BFs only. In the pure 2B case, these have al-
ready been discussed in the literature [60]. Retaining
diagrams 12a and 12b leads to the ladder resummation
used in recent studies of infinite nucleonic matter [21, 27]:

�4ladd
↵�,��(!↵,!� ;!� ,!↵ + !� � !�) = eV↵�,�� (27)

+
i~
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- SC equations for the 4-point GF:!
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ladders!

new contrs. 
due to 3NF!

 A. Carbone, CB, et al., Phys. Rev. C88, 054326 (2013)-





July 10-12 2010, 4th TIGRESS Science Workshop, SFU Sonia Bacca

Nuclear Forces Frontiers

34

Use effective degrees of freedom: p,n,pions

Effective Field Theory:  Bridges the non-perturbative low-energy regime of QCD with forces
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Have a systematic expansion of the Hamiltonian 
in terms of diagrams

Construct the most general Hamiltonian which is 
consistent with the chiral symmetry of QCD

N3LO (Λ = 500Mev/c) 
chiral NN interaction  

(3NFs arise naturally at N2LO)!

N2LO (Λ = 400Mev/c) 
chiral 3N interaction  

SRG evolution to %=2.0 fm
-1!

VNN ! V3N 
induced !

V3N 
full!

“induced” 
Hamiltoninan!

“full” 
Hamiltoninan![Jurgenson,!Navrá7l,!Furnstahl,!!

Phys.!Rev.!LeM.!103,!082501!(2009);!
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Chiral Nuclear forces - SRG evolved 



Convergence of s.p. spectra w.r.t. SRG 
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FIG. 6. (Color online) One-neutron separation energies with dominant spectroscopic factors versus neutron ESPEs in
16,20,22,24O. Each level is displayed for λ = 1.88 (open symbols), 2.00 (crosses), and 2.24 fm−1 (filled symbols). Results
are displayed for both HFB and second-order G-SCGF calculations. Panel (a): one- and two-body operators are retained in
the (initial and) transformed Hamiltonians. Panel (b): one-, two-, and three-body operators are retained in the initial and
transformed Hamiltonians.

tion between induced 4N interactions from the initial 2N
and 3N interactions, as discussed in Refs. [51, 52, 67, 68].
In order to verify that the pattern just discussed is not

specific to G-SCGF but reflects a generic aspect of the
many-body problem, we further compare in panel (b) of
Fig. 5 with MR-IM-SRG(2) calculations for the Hamil-
tonian containing 2N+3N forces. At the current level
of implementation, the MR-IM-SRG includes many-body
terms beyond G-SCGF, and allows an even more signif-
icant reduction of the scale dependence, while also ben-
efitting from the cancellation of induced 4N terms men-
tioned above. The residual running ranges from 50 keV
in 14O to 400 keV in 24O for λ ∈ [1.88, 2.24] fm−1. The
better many-body convergence of MR-IM-SRG(2) is also
reflected in the additional absolute binding [38, 53]. A
third-order G-SCGF truncation scheme will provide the
missing binding energy and will allow for a further atten-
uation of the scale dependence, as shown in Ref. [65] for
closed-shell oxygen isotopes.

C. Nuclear shell energies

First, we compare one-nucleon separation energies E±
k

with absolute ESPEs ecentp in 16,20,22,24O. For each spin

and parity, we consider the separation energy of the state
with the dominant strength13. As in the previous sec-
tion, we perform HFB and G-SCGF calculations using
the SRG-evolved 2N and 2N+3NHamiltonians, and com-
pile results from all four variants in Fig. 6, covering en-
ergies from −48MeV to +10MeV. Let us now list the
main lessons one can learn from these results.

• Combining panels (a) and (b), one can appreciate
the significant reduction of the scale dependence
of all one-nucleon separation energies obtained by
keeping 3N operators in the Hamiltonian and/or by
going from HFB to second-order G-SCGF.

• The running of ESPEs is qualitatively different
and quantitatively larger than for observable one-
nucleon separation energies. This is particularly
clear for the 2N+3N Hamiltonian: While the av-
erage spread of all displayed separation energies is
equal to 0.2MeV for λ ∈ [1.88, 2.24] fm−1, the av-
erage spread of ESPEs is equal to 1.1MeV. The

13 The two visible 5/2+ levels in 20O actually correspond to two dif-
ferent states with similar strength. The fact that two states with
equal strength appear near the Fermi energy is characteristic of
the superfluid and open-shell nature of 20O.

Cutoff dependence is reduces, indicating good convergence of many-body 
truncation and many-body forces!

NN terms (no induced 3NF)  "  !  NN+3NF fully included !
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!   d3/2 raised by genuine 3NF 

!   cf. microscopic shell model [Otsuka 
et al, PRL105, 032501 (2010).]!

Results for the N-O-F chains 
 A. Cipollone, CB, P. Navrátil, Phys. Rev. Lett. 111, 062501 (2013) 

and   arXiv:1412.3002 [nucl-th] (2014) 



! 3NF crucial for reproducing binding energies and driplines around oxygen 
 
!   cf. microscopic shell model [Otsuka et al, PRL105, 032501 (2010).]!

N3LO (Λ = 500Mev/c) chiral NN interaction evolved to 2N + 3N forces (2.0fm-1) 
N2LO (Λ = 400Mev/c) chiral 3N interaction  evolved (2.0fm-1)!

 A. Cipollone, CB, P. Navrátil, Phys. Rev. Lett. 111, 062501 (2013) 
and   arXiv:1412.3002 [nucl-th] (2014) 

Results for the N-O-F chains 
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! Single particle spectra 
slightly to spread and 

 
!   systematic 

underestimation of radii!

 A. Cipollone, CB, P. Navrátil, arXiv:1412.3002 [nucl-th] (2014) 
Results for the oxygen chain 
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Neutron spectral function of Oxygens 




