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Why Hartree-Fock? Derivation of Hartree-Fock equations
in coordinate space

Hartree-Fock (HF) theory is an algorithm for finding an approximative expression
for the ground state of a given Hamiltonian. The basic ingredients are

e Define a single-particle basis {¢,} so that

EHF¢() == ana
with the Hartree-Fock Hamiltonian defined as
P = 7 4 g + 21T
e The term @"F is a single-particle potential to be determined by the HF

algorithm.

HF

e The HF algorithm means to choose 4" in order to have

(H) = E"F = (®o| H|®0)

that is to find a local minimum with a Slater determinant ®( being the ansatz
for the ground state.

e The variational principle ensures that EHF > Ej, with Ej the exact ground
state energy.


http://computationalphysics.no

We will show that the Hartree-Fock Hamiltonian AHF equals our definition of the
operator f discussed in connection with the new definition of the normal-ordered
Hamiltonian (see later lectures), that is we have, for a specific matrix element

(" q) = (p|fla) = (plf + dexcla) + > (pilVgi) as,
i<F

meaning that

(pla"Flg) =D (pilV]gi) as-
i<F

The so-called Hartree-Fock potential 4HF brings an explicit medium dependence
due to the summation over all single-particle states below the Fermi level F. It
brings also in an explicit dependence on the two-body interaction (in nuclear
physics we can also have complicated three- or higher-body forces). The two-
body interaction, with its contribution from the other bystanding fermions,
creates an effective mean field in which a given fermion moves, in addition to the
external potential @ieyx¢ which confines the motion of the fermion. For systems like
nuclei, there is no external confining potential. Nuclei are examples of self-bound
systems, where the binding arises due to the intrinsic nature of the strong force.
For nuclear systems thus, there would be no external one-body potential in the
Hartree-Fock Hamiltonian.

Variational Calculus and Lagrangian Multipliers

The calculus of variations involves problems where the quantity to be minimized
or maximized is an integral.
In the general case we have an integral of the type

b
Blo] = [ f(@@), 5 )i,

where F is the quantity which is sought minimized or maximized. The problem
is that although f is a function of the variables ®, 0®/Jz and z, the exact
dependence of ® on z is not known. This means again that even though the
integral has fixed limits a and b, the path of integration is not known. In our
case the unknown quantities are the single-particle wave functions and we wish
to choose an integration path which makes the functional E[®] stationary. This
means that we want to find minima, or maxima or saddle points. In physics
we search normally for minima. Our task is therefore to find the minimum of
E[®] so that its variation JF is zero subject to specific constraints. In our case
the constraints appear as the integral which expresses the orthogonality of the
single-particle wave functions. The constraints can be treated via the technique
of Lagrangian multipliers

Let us specialize to the expectation value of the energy for one particle in
three-dimensions. This expectation value reads

E= / dadydz* (2, y, 2) b (a, y, 2),



with the constraint
/dwdydzw*(x,y,z)w(x,y,z) =1,
and a Hamiltonian 1
H= —§V2 +Vi(x,y,2).

We will, for the sake of notational convenience, skip the variables x,y, z below,
and write for example V(x,y,2) = V.

The integral involving the kinetic energy can be written as, with the function
¢ vanishing strongly for large values of x,y, z (given here by the limits a and b),

b 1 b 1
/ dxdydzp* (—2v2> Ydrdydz = * V| + / dxdydz§v¢*vw.

We will drop the limits a and b in the remaining discussion. Inserting this
expression into the expectation value for the energy and taking the variational
minimum we obtain

E =9 {/dxdydz (;W;*vw + Vtﬂ"l/})} =0.

The constraint appears in integral form as

/dxdydzw*l/} = constant,

and multiplying with a Lagrangian multiplier A and taking the variational
minimum we obtain the final variational equation

1
1) {/dxdydz <2vw*vw + Vyry — )ﬂb*l/}) } =0.
We introduce the function f

f = SV VI = M = 2 (0 + Uty + ) + VU~ M7,

where we have skipped the dependence on x,y, z and introduced the shorthand
Yz, ¥y and 9, for the various derivatives.
For 1* the Euler-Lagrange equations yield
af 0 of 0 af o of

op* 0z vy Oyoy; 9z0vr

which results in 1
—5(%35 + wyy + '(/Jzz) + Vﬂ’ = )"L/)~

We can then identify the Lagrangian multiplier as the energy of the system.
The last equation is nothing but the standard Schroedinger equation and the
variational approach discussed here provides a powerful method for obtaining
approximate solutions of the wave function.



Definitions and notations

Before we proceed we need some definitions. We will assume that the interacting
part of the Hamiltonian can be approximated by a two-body interaction. This
means that our Hamiltonian is written as the sum of some onebody part and a
twobody part

A A
H=Hy+H; =Y holz:)+ Y d(rij), (1)
i=1 1<j
with
A
i=1

The onebody part eyt (2;) is normally approximated by a harmonic oscillator
potential or the Coulomb interaction an electron feels from the nucleus. However,
other potentials are fully possible, such as one derived from the self-consistent
solution of the Hartree-Fock equations to be discussed here.

Our Hamiltonian is invariant under the permutation (interchange) of two
particles. Since we deal with fermions however, the total wave function is
antisymmetric. Let P be an operator which interchanges two particles. Due to
the symmetries we have ascribed to our Hamiltonian, this operator commutes
with the total Hamiltonian,

[H,P] =0,
meaning that Uy (z1,xa,...,24) is an eigenfunction of P as well, that is
pij\I])\(l'l,xQ,...,xi,...7$j,...,$‘4) = BUx(z1,22,. . Tiy. ., ZTj, ..., TA),

where £ is the eigenvalue of P. We have introduced the suffix ij in order to
indicate that we permute particles ¢ and j. The Pauli principle tells us that the
total wave function for a system of fermions has to be antisymmetric, resulting
in the eigenvalue g = —1.

In our case we assume that we can approximate the exact eigenfunction with
a Slater determinant

d’oz(xl) wa(afZ) %(JJA)
1| Ysle) vplea) .o o Yp(a)

E R R
’(/)U(.Z‘l) w(f(x2> wg(l‘A)

(3)

where x; stand for the coordinates and spin values of a particle 4 and «, 3, ...,

are quantum numbers needed to describe remaining quantum numbers.
The single-particle function v, (x;) are eigenfunctions of the onebody Hamil-
tonian h;, that is .
ho(z;) = tA(SUz) + lext (),



with eigenvalues

B0<xi)¢a(xi) = (£($1) + aext(xi)) "/}a(xi) = Ea"/)a(xi)-

The energies ¢, are the so-called non-interacting single-particle energies, or
unperturbed energies. The total energy is in this case the sum over all single-
particle energies, if no two-body or more complicated many-body interactions
are present.

Let us denote the ground state energy by Ey. According to the variational
principle we have

Ey < E[®] = /cb*ﬁrcbdr

where ® is a trial function which we assume to be normalized

/cp*cpdT =1,

where we have used the shorthand dr = dx1dry...dra.
In the Hartree-Fock method the trial function is the Slater determinant of
Eq. (3) which can be rewritten as

B(21, T2 T, 0 By 1) = J% SO ()P Pa(@1)bs(w2) . (w4) = VALADY,
P

where we have introduced the antisymmetrization operator A defined by the
summation over all possible permutations of two particles.
It is defined as

A= rp, (@)

with p standing for the number of permutations. We have introduced for later
use the so-called Hartree-function, defined by the simple product of all possible
single-particle functions

q)H(fL'l,l'Q,...7xA,OZ7ﬂ,...7V) = ¢a($1)¢ﬁ($2)wu(9€f!)

Both Hy and Hj are invariant under all possible permutations of any two
particles and hence commute with A

~ A

[Ho, A] = [Hy, A] = 0. (5)

Furthermore, A satisfies

~

A=A, (6)

since every permutation of the Slater determinant reproduces it.
The expectation value of Hy

/ * Hyddr = Al / % AH AD ydr



is readily reduced to
/@*ﬁocde = A!/@;,FIOA@HdT,

where we have used Egs. (5) and (6). The next step is to replace the anti-
symmetrization operator by its definition and to replace Hy with the sum of
one-body operators

A
/ o Hoddr =3 S () / &% ho PO dr.
i=1 p

The integral vanishes if two or more particles are permuted in only one of
the Hartree-functions ®y because the individual single-particle wave functions
are orthogonal. We obtain then

A
/<I>*I§T0<I>dr = Z/@;IBOQHdT.
=1

Orthogonality of the single-particle functions allows us to further simplify the
integral, and we arrive at the following expression for the expectation values of
the sum of one-body Hamiltonians

/<I> Ho®dr = Z/w ) hot,, (z)dadr. (7)

We introduce the following shorthand for the above integral
(lhole) = [ i@ o, (a)do

and rewrite Eq. (7) as

A

[ oar = 3 Gl (5)

pn=1

The expectation value of the two-body part of the Hamiltonian is obtained
in a similar manner. We have

/ o [, Bdr — Al / < AR A®ydr,

which reduces to

/@ Hi®dr = Z > (=) /(I)H’U 7i;) P®prdr,

i<j=1 p

by following the same arguments as for the one-body Hamiltonian.



Because of the dependence on the inter-particle distance 7;;, permutations of
any two particles no longer vanish, and we get

A
/fb*fh‘bdr = > /cp;[@(mj)a — P;j)®pdr.
i<j=1

where P;; is the permutation operator that interchanges particle ¢ and particle
j. Again we use the assumption that the single-particle wave functions are

orthogonal.
We obtain
. 1 &
farineir=333 [ i e e o)y (0)

- / )5 ()0 (i Vo ()b (2 ecads | . (10)

The first term is the so-called direct term. It is frequently also called the Hartree
term, while the second is due to the Pauli principle and is called the exchange
term or just the Fock term. The factor 1/2 is introduced because we now run
over all pairs twice.

The last equation allows us to introduce some further definitions. The single-
particle wave functions 9, (x), defined by the quantum numbers p and z are
defined as the overlap

ba() = (z|a).

We introduce the following shorthands for the above two integrals
(pv|o|pv) = /w;(afi)w;(xj)@(Tij)¢u($i)¢u(«Tj)dwid$j7
and

(ol = / (W3 )0 (rig W (s b s,

Derivation of Hartree-Fock equations in coordinate space

Let us denote the ground state energy by Ey. According to the variational
principle we have

Ey < E[®] = /@*FlcpdT

where ® is a trial function which we assume to be normalized

/@*@dT =1,

where we have used the shorthand dr = dx1dzrs...dxa.



In the Hartree-Fock method the trial function is a Slater determinant which
can be rewritten as

\Il(thQa"'aana?/B?"'a \/72 Pd)a Z 1/15(1’2) 1/11/(1’A) = \/EA(I)Hv

where we have introduced the anti-symmetrization operator A defined by the
summation over all possible permutations p of two fermions. It is defined as

A 1
A:IZ(—

with the the Hartree-function given by the simple product of all possible single-
particle function

Qp(x1,T2,...,x4,0,0,...,v) =a(x1)¥s(z2) ... Y (xa).

Our functional is written as

1 A

Z/¢ @) ho () (i) dai+ QZXA: [/¢ w) Py, () 0(rig ) (i) (x;)deide; —/T/)Z(x )

=lv=1

The more compact version reads

A A

E(8] = 3" (ulhol) + 5 3 [avlolw) — oulolw)].

Iz 1%

Since the interaction is invariant under the interchange of two particles it
means for example that we have

(pv|o|pv) = (vpldlvp),
or in the more general case
(pv[dloT) = (vuld|To).

The direct and exchange matrix elements can be brought together if we define
the antisymmetrized matrix element

(pv|olpv) as = (uv|dlpv) — (pv|olvp),
or for a general matrix element

(nv|dlor)as = (pv|oloT) — (ur|d|ro).
It has the symmetry property

(uv[oloT)as = —(uv|d|To) as = —(vuld|oT) as.

(x5)



The antisymmetric matrix element is also hermitian, implying
(uv|d|oT)as = (oT|0|uv) 5.

With these notations we rewrite the Hartree-Fock functional as

A A
. 1
/<I>*H1<I>d7 =5 SN o) as. (11)

p=1lv=1

Adding the contribution from the one-body operator Hy to (11) we obtain
the energy functional

A

1 A A
B(@) =3 (ulhln) + izzmvmu (12)

p=1

In our coordinate space derivations below we will spell out the Hartree-Fock
equations in terms of their integrals.

If we generalize the Euler-Lagrange equations to more variables and introduce
N? Lagrange multipliers which we denote by €uv, We can write the variational
equation for the functional of

A
SE - ewa/w;wy = 0.
1%

For the orthogonal wave functions v; this reduces to

A
§E — Ze,ﬁ/w;wﬂ = 0.
p=1

Variation with respect to the single-particle wave functions v, yields then

Z / SU o (s byt = Z 5 { [ sviistrubidods; - [ wmza(w)mwudzid%} +

ulul

_ZA:EM/5¢;¢;

p=1

Z/w ho ()0t dai+ = ZZ Uw WE0(riy )0, dasda; — /w D rlj)wuézpﬂd:cidxj}

,ulul

Although the variations d1) and d9* are not independent, they may in fact be
treated as such, so that the terms dependent on either §¢ and J¢* individually
may be set equal to zero. To see this, simply replace the arbitrary variation &1
by 61, so that d¥* is replaced by —id1*, and combine the two equations. We
thus arrive at the Hartree-Fock equations

_7v2+2/w z)0(ry; wy(xj)d%] () — [Z/w z;)0 rw)wu(as])dx]] Py (25) = €uibp ().
(13)



Notice that the integration [ dz; implies an integration over the spatial coordi-
nates rj and a summation over the spin-coordinate of fermion j. We note that
the factor of 1/2 in front of the sum involving the two-body interaction, has
been removed. This is due to the fact that we need to vary both v, and d¢;.
Using the symmetry properties of the two-body interaction and interchanging u
and v as summation indices, we obtain two identical terms.

The two first terms in the last equation are the one-body kinetic energy and
the electron-nucleus potential. The third or direct term is the averaged electronic
repulsion of the other electrons. As written, the term includes the self-interaction
of electrons when p = v. The self-interaction is cancelled in the fourth term, or
the exchange term. The exchange term results from our inclusion of the Pauli
principle and the assumed determinantal form of the wave-function. Equation
(13), in addition to the kinetic energy and the attraction from the atomic nucleus
that confines the motion of a single electron, represents now the motion of a
single-particle modified by the two-body interaction. The additional contribution
to the Schroedinger equation due to the two-body interaction, represents a mean
field set up by all the other bystanding electrons, the latter given by the sum
over all single-particle states occupied by N electrons.

The Hartree-Fock equation is an example of an integro-differential equation.
These equations involve repeated calculations of integrals, in addition to the
solution of a set of coupled differential equations. The Hartree-Fock equations
can also be rewritten in terms of an eigenvalue problem. The solution of an
eigenvalue problem represents often a more practical algorithm and the solution
of coupled integro-differential equations. This alternative derivation of the
Hartree-Fock equations is given below.

Analysis of Hartree-Fock equations in coordinate space

A theoretically convenient form of the Hartree-Fock equation is to regard the
direct and exchange operator defined through

xz /1/1” ij sz 7/}/L(I])d$]

and
V:ﬁ(xl 1 (/I/) a’,‘J ’I“U (xj)dxj> ’(/)M(l‘i),
respectively.

The function g(z;) is an arbitrary function, and by the substitution g(z;) =
¥y (z;) we get

Vit = ( [ 050 bulas)ds, ) vy
We may then rewrite the Hartree-Fock equations as

W (i) () = €,tby (),

10



with
A A

W (i) = ho(2:) + > Vi) = Y Ve (@),

,u:l #:1

and where ﬁo(i) is the one-body part. The latter is normally chosen as a part
which yields solutions in closed form. The harmonic oscilltor is a classical
problem thereof. We normally rewrite the last equation as

iLHF<$i) = Bo(wz) + ’LALHF(.’Ei).

Hartree-Fock by varying the coefficients of a wave function
expansion

Another possibility is to expand the single-particle functions in a known basis
and vary the coefficients, that is, the new single-particle wave function is written
as a linear expansion in terms of a fixed chosen orthogonal basis (for example
the well-known harmonic oscillator functions or the hydrogen-like functions etc).
We define our new Hartree-Fock single-particle basis by performing a unitary
transformation on our previous basis (labelled with greek indices) as

P = Z Cprda. (14)
B

In this case we vary the coefficients Cp,5. If the basis has infinitely many solutions,
we need to truncate the above sum. We assume that the basis ¢, is orthogonal.
A unitary transformation keeps the orthogonality, as discussed in exercise 1
below.

It is normal to choose a single-particle basis defined as the eigenfunctions of
parts of the full Hamiltonian. The typical situation consists of the solutions of
the one-body part of the Hamiltonian, that is we have

hodx = expa.

The single-particle wave functions ¢, (r), defined by the quantum numbers A
and r are defined as the overlap

PA(r) = (r|A).

In our discussions hereafter we will use our definitions of single-particle states
above and below the Fermi (F) level given by the labels ijkl - - - < F for so-called
single-hole states and abcd--- > F for so-called particle states. For general
single-particle states we employ the labels pgrs. ...

In Eq. (12), restated here

A A A
B@] = (ulhlp) +5 YD (uwlilpw) as,

p=1 p=1lv=1

N =

11



we found the expression for the energy functional in terms of the basis function
@a(r). We then varied the above energy functional with respect to the basis
functions |u). Now we are interested in defining a new basis defined in terms of
a chosen basis as defined in Eq. (14). We can then rewrite the energy functional

as
A

E[@"") = Z ilhli) Z<z‘j|@|z‘j>As, (15)
i=1 z]:l

where ®HF" is the new Slater determinant defined by the new basis of Eq. (14).

Using Eq. (14) we can rewrite Eq. (15) as

ZZC Ciglalh|B) + Z > G C35Cin Cis(aBliyd) as.  (16)

i=1 af z] 1 aBvyo

We wish now to minimize the above functional. We introduce again a set
of Lagrange multipliers, noting that since (i|j) = J;; and («|8) = dq. 3, the
coefficients C}, obey the relation

|.7 _5Lj Z LB Oé|ﬁ Z Cia,

which allows us to define a functional to be minimized that reads
F[oHF) = plofF) — Z € Z C,Cia. (17)

Minimizing with respect to C7,, remembering that the equations for C},, and

C;o can be written as two independent equations, we obtain

d

o E[®HF] — ZeJZ 0,

which yields for every single-particle state ¢ and index « (recalling that the
coefficients Cj, are matrix elements of a unitary (or orthogonal for a real
symmetric matrix) matrix) the following Hartree-Fock equations

ch olh|3) +ZZ #3C55Cin (aBl0]70) a5 = €' Cia.

Jj=1pB~¢

We can rewrite this equation as (changing dummy variables)

> < (alnlB) +ZZ Cjs(a[0]88) as ¢ Cip = €' " Cia
J

B

Note that the sums over greek indices run over the number of basis set functions
(in principle an infinite number).

12



Defining
A
hilf = (alhlB) + YY" C5,Cis(ar|d]6) as,
j=1 ~é

we can rewrite the new equations as

th{@g = GZ'HFCia. (18)
y

The latter is nothing but a standard eigenvalue problem. Compared with Eq. (13),
we see that we do not need to compute any integrals in an iterative procedure
for solving the equations. It suffices to tabulate the matrix elements {(«|h|S8) and
{ay|9|B0) as once and for all. Successive iterations require thus only a look-up
in tables over one-body and two-body matrix elements. These details will be
discussed below when we solve the Hartree-Fock equations numerical.

Hartree-Fock algorithm

Our Hartree-Fock matrix is thus

A
hils = (alholB) + ) D O, Cislay|0]36) as.
j=1 ~é

The Hartree-Fock equations are solved in an iterative waym starting with a
guess for the coefficients C;, = §; , and solving the equations by diagonalization
till the new single-particle energies €!'¥ do not change anymore by a prefixed
quantity.

Normally we assume that the single-particle basis |3) forms an eigenbasis for
the operator fLo, meaning that the Hartree-Fock matrix becomes

A
Wl = €abop+ Y Y Cr Cis(an|0|B6) as.

j=1 ~é
The Hartree-Fock eigenvalue problem
ZEQI;C%B = GEFCia,
B

can be written out in a more compact form as
REFG = HFQ

The Hartree-Fock equations are, in their simplest form, solved in an iterative
way, starting with a guess for the coefficients C;,. We label the coefficients as
Cl-(g), where the subscript n stands for iteration n. To set up the algorithm we

can proceed as follows:

13



o We start with a guess CZ-(S) = ;. Alternatively, we could have used
random starting values as long as the vectors are normalized. Another
possibility is to give states below the Fermi level a larger weight.

e The Hartree-Fock matrix simplifies then to (assuming that the coefficients
C;. are real)

WEF = €0bap + Z S0P (ay]0]85) as

j=1 ~o
Solving the Hartree Fock eigenvalue problem yields then new eigenvectors

Ci( ) and eigenvalues e F@),

e With the new eigenvalues we can set up a new Hartree-Fock potential

Z S oD (ay]0]86) as

j=1 ~é

The diagonalization with the new Hartree-Fock potential yields new eigenvectors
and eigenvalues. This process is continued till for example

>, lel™ — e

m

<A

— )

where ) is a user prefixed quantity (A ~ 10~ or smaller) and p runs over all
calculated single-particle energies and m is the number of single-particle states.

e TODO: add code with Hartree-Fock for nuclear system

Analysis of Hartree-Fock equations and Koopman’s theo-
rem

HF(

We can rewrite the ground state energy by adding and subtracting 4+ (x;)

A
E§TT = (®o| H|®o) = Y (il ho+a" " |j)+
i<F

A

A A
DD Walolig) — Gilelia) =) _(ia"" i),
i<F j<F

i<F

M\»—t

which results in

A

Byt = ZEHFJr ZZ {ijlolij) — (ijlolji] — > (ia"F|i).

i<F ’L<Fj<F i<F

Our single-particle states ijk ... are now single-particle states obtained from the
solution of the Hartree-Fock equations.

14



Using our definition of the Hartree-Fock single-particle energies we obtain
then the following expression for the total ground-state energy

A A
BT = Zaz ZZ[(z‘jl@lz’j>—<ijl@|ﬂ>}.
i<F igFng

This form will be used in our discussion of Koopman’s theorem.
In the atomic physics case we have

H R 1 N
BME(N)] =D (ilholi) + 5 D Gijlolis) as,

where ®HF(N) is the new Slater determinant defined by the new basis of Eq. (14)
for N electrons (same Z). If we assume that the single-particle wave functions
in the new basis do not change when we remove one electron or add one electron,
we can then define the corresponding energy for the N — 1 systems as

N N
R s 1 Ay
E[@M (N —1)] = | Z (i) holi) + 7 Z (15|0|i7) as,
i=1;i#k ij=1;1,5#k
where we have removed a single-particle state k < F', that is a state below the

Fermi level.
Calculating the difference

N N
1 1
E[e"F (N)]-E[®"F (N -1 - - i1k
[@UF (V)] - E[@"F (N—1)] = (k| holk) 21:12#16 ik|0]ik) As+2] 1§.j¢k<kj|v|kj>'45’

we obtain
N
E[@"(N)] - E[@"F(N — 1)] = (klho[k) + > (kjld|kj) a
j=1

which is just our definition of the Hartree-Fock single-particle energy
E[@M(N)] - E[e"(N —1)] = ¢F

Similarly, we can now compute the difference (we label the single-particle

states above the Fermi level as abed > F)
E[@"F(N +1)] — E[®"F(N)] = €F.

These two equations can thus be used to the electron affinity or ionization energies,
respectively. Koopman’s theorem states that for example the ionization energy of
a closed-shell system is given by the energy of the highest occupied single-particle
state. If we assume that changing the number of electrons from N to N + 1 does
not change the Hartree-Fock single-particle energies and eigenfunctions, then

15



Koopman’s theorem simply states that the ionization energy of an atom is given
by the single-particle energy of the last bound state. In a similar way, we can
also define the electron affinities.

As an example, consider a simple model for atomic sodium, Na. Neutral
sodium has eleven electrons, with the weakest bound one being confined the 3s
single-particle quantum numbers. The energy needed to remove an electron from
neutral sodium is rather small, 5.1391 eV, a feature which pertains to all alkali
metals. Having performed a Hartree-Fock calculation for neutral sodium would
then allows us to compute the ionization energy by using the single-particle
energy for the 3s states, namely e.F.

From these considerations, we see that Hartree-Fock theory allows us to make
a connection between experimental observables (here ionization and affinity
energies) and the underlying interactions between particles. In this sense, we are
now linking the dynamics and structure of a many-body system with the laws of
motion which govern the system. Our approach is a reductionistic one, meaning
that we want to understand the laws of motion in terms of the particles or degrees
of freedom which we believe are the fundamental ones. Our Slater determinant,
being constructed as the product of various single-particle functions, follows this
philosophy.

With similar arguments as in atomic physics, we can now use Hartree-Fock
theory to make a link between nuclear forces and separation energies. Changing
to nuclear system, we define

A A
BI@MF(4)] = Y (ilholi) + 5 S (ijlolis) s,

i=1 ij=1
where ®1F(A) is the new Slater determinant defined by the new basis of Eq. (14)
for A nucleons, where A = N + Z, with N now being the number of neutrons
and Z th enumber of protons. If we assume again that the single-particle wave
functions in the new basis do not change from a nucleus with A nucleons to a
nucleus with A — 1 nucleons, we can then define the corresponding energy for
the A — 1 systems as

A A
[ Z ilholi +3 > (iflolig) as,
i=1;i# ij=1;3,j#k

where we have removed a single-particle state kK < F', that is a state below the
Fermi level.
Calculating the difference

A A
1 1
HF HF NPT
E[®"F (A)]-E[@"F (A-1)] = (Klholk)+ 5 15# ik[olik) as+3 1§’¢k<k]v|kj>AS’
i=1;1 i=1j

which becomes

A
E[@"F(A)] — E[®"F (A - 1)] = (klholk) + > _(kj|d]kj) a

16



which is just our definition of the Hartree-Fock single-particle energy
Bl (A)] - E[@"T(A-1)] = "

Similarly, we can now compute the difference (recall that the single-particle
states abed > F)
E[®"F (A +1)] — E[@1F(4)) = IF,

a

If we then recall that the binding energy differences
BE(A)— BE(A—-1) and BE(A+1)— BE(A),

define the separation energies, we see that the Hartree-Fock single-particle
energies can be used to define separation energies. We have thus our first link
between nuclear forces (included in the potential energy term) and an observable
quantity defined by differences in binding energies.

We have thus the following interpretations (if the single-particle fields do not
change)

BE(A) — BE(A—1) ~ E[®"F (4)] — E[®"F (4 — 1)) = €IF,

and
BE(A+1) — BE(A) = E[®"F(A +1)] — E[®"F(A)] = €IF.

If we use 'O as our closed-shell nucleus, we could then interpret the separation

cHersy 16 15 HF
BE(*°0) - BE(*0) ~ ey, .

and
16 15N\ ~ HF
BE(*®O) — BE(*°N) =~ 601’@2'

Similalry, we could interpret
BE('"0) — BE(*°0) ~ eOHdFI:m,
and
BE('"F) — BE(*%0) ~ e(‘){fgﬂ.

We can continue like this for all A + 1 nuclei where A is a good closed-shell (or
subshell closure) nucleus. Examples are 220, 240, 4°Ca, 48Ca, 52Ca, 54Ca, %5Ni,
68Ni, "8Ni, 2°Zr, 88Sr, 1998n, 13281 and 2°®Pb, to mention some possile cases.

We can thus make our first interpretation of the separation energies in terms
of the simplest possible many-body theory. If we also recall that the so-called
energy gap for neutrons (or protons) is defined as

AS, =2BE(N,Z)— BE(N —-1,Z) — BE(N + 1, 72),
for neutrons and the corresponding gap for protons

AS, =2BE(N,Z) — BE(N,Z — 1) — BE(N, Z + 1),

17



we can define the neutron and proton energy gaps for 60 as

AS, = el (HE
Od 5/2 Opl/2
and
AS, = =l el
Od 5/2 Opl/2

Exercise 1: Derivation of Hartree-Fock equations

Consider a Slater determinant built up of single-particle orbitals ¢, with
A=1,2,...,N.
The unitary transformation

’l/)a = Z CaA¢A7
A

brings us into the new basis. The new basis has quantum numbersa = 1,2, ..., V.
aragraph!paragraph>paragraph>-0.5em

a) Show that the new basis is orthonormal.
aragraph!paragraph>paragraph>-0.5em

b) Show that the new Slater determinant constructed from the new single-
particle wave functions can be written as the determinant based on the previous
basis and the determinant of the matrix C.

aragraph!paragraph>paragraph>-0.5em

c¢) Show that the old and the new Slater determinants are equal up to a
complex constant with absolute value unity.

Hint. Use the fact that C is a unitary matrix.

Exercise 2: Derivation of Hartree-Fock equations

Consider the Slater determinant

By = \/lag””f’}}%(“’i)-

A small variation in this function is given by

0®p = \/> Z Pwal xl)wom ($2) ’(/}ai—l (mifl)(éwai ($i>)wai+1 (xiJrl) s wan (w’ﬂ)

aragraph!paragraph>paragraph>-0.5em
a) Show that

n n n

6%|Z{t +u :cz>}+ D v(@i, ) @) =Y (5t T+alda )+ > {000, [0]tha,a,) —

z¢j=1 i=1 i#j=1
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Exercise 3: Hartree-Fock calculations in atomic physics

In this exercise we will develop two simple models for studying the helium atom
(with two electrons) and the beryllium atom with four electrons. The reason why
we chose these systems is simply due to the fact that we can use hydrogen-like
single-particle state functions. These functions allow for simple evaluations of
the two-body integrals needed in a Hartree-Fock calculation. In most cases, these
integrals have a simple closed form solution, as indicated in the table below.

After having introduced the Born-Oppenheimer approximation which ef-
fectively freezes out the nucleonic degrees of freedom, the Hamiltonian for NV
electrons takes the following form

N

N 5 N o
H:Zt(mi)—Zeri +Zﬁej

i=1 i=1 1<j

with £ = 1.44 eVnm. Througout this work we will use atomic units, this means
that A = ¢ = e = m. = 1. The constant k£ becomes also equal 1. The resulting
energies have to be multiplied by 2 x 13.6 €V in order to obtain energies in
eletronvolts.

We can rewrite our Hamiltonians as

N N
H=Hy+H =Y holz —
o+ Hp Zho(%)-i- 2
i=1 <]
where we have defined 7;; = [r; — r;| and ho(z;) = #(z;) — Z The variable z

contains both the spatial coordinates and the spin values. The first term of the
previous equation, Hy, is the sum of the N one-body Hamiltonians ho. Each
individual Hamiltonian iLO contains the kinetic energy operator of an electron
and its potential energy due to the attraction of the nucleus. The second term,
Hy, is the sum of the N(N — 1)/2 two-body interactions between each pair of
electrons. Note that the double sum carries a restriction ¢ < j.

As basis functions for our calculations we will use hydrogen-like single-particle
functions. This means the onebody operator is diagonal in this basis for states
1,7 with quantum numbers nlm;smgs with energies

(ilholj) = =22 /2n25; ;.

The quantum number n refers to the number of nodes of the wave function.
Observe that this expectation value is independent of spin.

We will in all calculations here restrict ourselves to only so-called s -waves,
that is the orbital momentum [ is zero. We will also limit the quantum number
n ton < 3. It means that every ns state can accomodate two electrons due to
the spin degeneracy. In the calculations you will need the Coulomb interaction
with matrix elements involving single-particle wave functions with [ = 0 only,
the so-called s-waves. We need only the radial part since the spherical harmonics
for the s-waves are rather simple. We omit single-particle states with [ > 0. Our
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radial part of the wave functions are

1(=—)exp

2nxn! " n n

2Z>3/2 n—1! , 2Zr _@)

o) = (

n

where L. _,(r) are the so-called Laguerre polynomials. These wave functions

can then be used to compute the direct part of the Coulomb interaction

1
(@BIVI0) = [ ridry [ r3draR ofr) B slra) s R o) Raco(r)

Observe that this is only the radial integral and that the labels a+vd refer only
to the quantum numbers nlm;, with m; the projection of the orbital momentum I.
A similar expression can be found for the exchange part. Since we have restricted
ourselves to only s-waves, these integrals are straightforward but tedious to
calculate. As an addendum to this project we list all closed-form expressions
for the relevant matrix elements. Note well that these matrix elements do not
include spin. When setting up the final antisymmetrized matrix elements you
need to consider the spin degrees of freedom as well. Please pay in particular
special attention to the exchange part and the pertinent spin values of the
single-particle states.

We will also, for both helium and beryllium assume that the many-particle
states we construct have always the same total spin projection Mg = 0. This
means that if we excite one or two particles from the ground state, the spins of
the various single-particle states should always sum up to zero.

aragraph!paragraph>paragraph>-0.5em

a) We start with the helium atom and define our single-particle Hilbert space
to consist of the single-particle orbits 1s, 2s and 3s, with their corresponding
spin degeneracies.

Set up the ansatz for the ground state |¢) = |®y) in second quantization
and define a table of single-particle states. Construct thereafter all possible
one-particle-one-hole excitations |®¢) where i refer to levels below the Fermi
level (define this level) and a refers to particle states. Define particles and holes.
The Slater determinants have to be written in terms of the respective creation
and annihilation operators. The states you construct should all have total spin
projection Mg = 0. Construct also all possible two-particle-two-hole states \@gﬂ
in a second quantization representation.

aragraph!paragraph>paragraph>-0.5em

b) Define the Hamiltonian in a second-quantized form and use this to compute
the expectation value of the ground state (defining the so-called reference energy
and later our Hartree-Fock functional) of the helium atom. Show that it is given
by

A | N N
Bl = (elfl) = Siliol) + 5 3 | Gil1id) — (il i
[ ©J
Define properly the sums keeping in mind that the states ij refer to all quantum
numbers nlm;smg. Use the values for the various matrix elements listed at the
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end of the project to find the value of E as function of Z and compute E as
function of Z.
aragraph!paragraph>paragraph>-0.5em

c¢) Hereafter we will limit ourselves to a system which now contains only
one-particle-one-hole excitations beyond the chosen state |c). Using the possible
Slater determinants from exercise a) for the helium atom, find the expressions
(without inserting the explicit values for the matrix elements first) for

(c[H|P7),

and .
(B¢1H|PY).

Represent these expressions in a diagrammatic form, both for the onebody part
and the two-body part of the Hamiltonian.

Insert then the explicit values for the various matrix elements and set up the
final Hamiltonian matrix and diagonalize it using for example Octave, Matlab,
Python, C++ or Fortran as programming tools.

Compare your results from those of exercise b) and comment your results.
The exact energy with our Hamiltonian is —2.9037 atomic units for helium. This
value is also close to the experimental energy.

aragraph!paragraph>paragraph>-0.5em

d) We repeat exercises b) and c) but now for the beryllium atom. Define
the ansatz for |¢) and limit yourself again to one-particle-one-hole excitations.
Compute the reference energy (c|H|c) as function of Z. Thereafter you will need
to set up the appropriate Hamiltonian matrix which involves also one-particle-
one-hole excitations. Diagonalize this matrix and compare your eigenvalues with
(c|H|c) as function of Z and comment your results. The exact energy with our
Hamiltonian is —14.6674 atomic units for beryllium. This value is again close to
the experimental energy.

With a given energy functional, we can perform at least two types of varia-
tional strategies

1. Vary the Slater determinant by changing the spatial part of the single-
particle

wave functions themselves.

1. Expand the single-particle functions in a known basis and vary the coeffi-
cients,

that is, the new function single-particle wave function |p) is written as a linear
expansion in terms of a fixed basis ¢ (harmonic oscillator, Laguerre polynomials
etc)

Up =Y Cpadia,
X
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Both cases lead to a new Slater determinant which is related to the previous via

a unitary transformation. Below we will set up the Hartree-Fock equations using

the second option. We assume that our basis is still formed by the hydrogen-like

wave functions. We consider a Slater determinant built up of single-particle

orbitals ¢, where the indices \ refer to specific single-particle states. As an

example, you could think of the ground state ansatz for the Beryllium atom.
The unitary transformation

D — Zcp)\d))m
A

brings us into the new basis ¥. The new basis is orthonormal and C' is a unitary
matrix.
aragraph!paragraph>paragraph>-0.5em

e) Minimizing with respect to C,,,, remembering that C, and Cp, (and
that the indices contain all single-particle quantum numbers including spin) are

independent and defining

hHF (alh|y) +ZZ 53Cps(aBV[70) as,
p B

show that you can write the Hartree-Fock equations as

> hiECpy = F Cpa

~

Explain the meaning of the different terms and define the Hartree-Fock operator
in second quantization. Write down its diagrammatic representation as well.
The greek letters refer to the wave functions in the original basis (in our case
the hydrogen-like wave functions) while roman letters refer to the new basis.
aragraph!paragraph>paragraph>-0.5em

f) The Hartree-Fock equations with a variation of the coefficients Cpq, lead to
an eigenvalue problem whose eigenvectors are the coefficients Cp, and eigenvalues
are the new single-particle energies. Use the single-particle orbits 1s — 3s and set
up the Hartree-Fock matrix for both the helium atom and the beryllium atom.
Find after the first diagonalization the new single-particle energies and the new
ground state energy. Compare these results with those you obtained under the
minimization of the ground states as functions of Z and the full diagonalization.
When setting up the Hartree-Fock matrix in the first iteration, our guess for the
coefficients Cpp etc. is Cpg = 1 for p = 8 and zero else. The final stage is to
set up an iterative scheme where you use the new wave functions determined
via the coeflicients Cp to solve iteratively the Hartree-Fock equations till a
given self-consistency is reached. A typical way of doing this is to compare the
single-particle energies from the previous iteration with those obtained from the
new diagonalization. If the total difference is smaller than a prefixed value, the
iterative process is stopped.
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Compare these results with the those you obtained under the minimization
of the ground states as functions of Z and the full diagonalization. Discuss your
results.

Solution.

The following Python program set ups a simple Hartree-Fock pro-

gram for solving the above problem, using as input the integrals listed at the
end here.

n

nn

Program for solving Hartree Fock iteratively.

1.

from

2
3
4.
5
6

o

Import radial integral results

. Set up HF matriz using C = I as initial guess
. Solve etgenvalue problem using numpy.linalg

Use resulting etgenvectors to assemble new HF matriz

. Repeat steps 3 and 4 until convergence is met.

Calculate ground state energy from resulting C.

__future__ import division

from sympy import *
from numpy import *
import pickle, sys

Z = Symbol("Z")

class HF:

mmn

Class for solving the Hartree Fock equations iteratively.

mmn

def __init__(self, N, basis, Z_value, first_C=’identity’):

mwmnn

N is the number of particles in the system and basts
15 the single-particle basts for the system.

mwmn

# Read in the radial_integrals from pickled object
with open("radial_integrals.p", "rb") as infile:

self.

self
self

self.

self
self

self .radial_integrals = pickle.load(infile)

N = N # number of particles in the system

.basis = basis # single-particle basis for the system
.Z_value = Z_value # atomic number of the atom

n = len(basis) # number of single-particle basis states
.ek = array((0,0,0,0,0,0)) # new single-particle energies
.E =0 # energy

# Set up the first coefficient matriz to be used

if first_C == ’identity’:

self.C = identity(self.n)
elif first_C == ’zero’:

self.C = zeros((self.n, self.n))
elif first_C == ’rand’:

self.C = random.rand(self.n, self.n)
else:

self
self

print "first_C argument not understood"
print "Legal values are: ’identity’, ’zero’, ’rand’"
sys.exit(1)

.h_HF = zeros((self.n, self.n))
.assemble_HF_matrix() # set up HF matriz for C = I
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def

def

def

def

def

h_0(self, p, q):
mmn
Takes the integer values of states and returns the

asymmetrized twobody matriz element <pq//[rs>.
mnn

nl, sl = self.basis[p]

n2, s2 = self.basis[ql

if nl != n2 or sl !'= s2:
return O

else:

return -Z**2/(2*xnl1**2)

rad(self, nl, n2, n3, n4d):

mwmn

Returns the radial integral <ni, n2/v/n3, n4g>.

mwmn

return self.radial_integrals[ni-1, n2-1, n3-1, n4-1]

h_1(self, p, q, r, s):
mmn
Takes the integer wvalues of four basis-states and returns

the asymmetrized twobody matriz element <pql/[rs>.
mmn

nl, sl = self.basis[p]
n2, s2 = self.basis[q]
n3, s3 = self.basis[r]
n4, s4 = self.basis[s]
if s1 == 82 == 83 == s4:

return self.rad(nl, n2, n3, n4) - self.rad(nl, n2, n4, n3)
if s1 == s3 and s2 == s4:

return self.rad(nl, n2, n3, n4)
if sl == s4 and s2 == s3:

return -self.rad(nl, n2, n4, n3)
else:

return O

assemble_HF_matrix(self):

mmn

Assemble the HF matric from the coefficient matriz.
mimn

n, N = self.n, self.N

C = self.C

for a in range(n):
for g in range(n):
s = self.h_0(a,g)
for p in range(N):
for b in range(n):
for d in range(n):
s += C[p,bl*C[p,d]l*self.h_1(a,b,g,d)

self .h_HF[a,g] = s.subs(Z, self.Z_value)

reorder_coefficients(self):
ek, C = self.ek, self.C

# Sort etigenvalues and coefficient matrixz using numpy.argsort
indices = argsort(ek)
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ek = ek[indices]
C = C[:, indices]

self.ek, self.C = ek, C.T

def calc_energy(self):
Calculates the ground state emergy from the
current coefficient matric.
n, N = self.n, self.N
C = self.C

e=0
for p in range(N):
for a in range(n):
for b in range(n):
e += C[p,al*C[p,b]*self.h_0(a,b)
for q in range(N):
for ¢ in range(n):
for d in range(n):
e += 0.5%C[p,al*C[q,bl*C[p,c]*C[q,d]*self.h_1(a,b,c,d)

self.E = e.subs(Z, Z_value).evalf()
return self.E

def solve(self, tol=le-6, max_iters=40):
iterations = 0
n, N = self.n, self.N
Ep =0
ekp = array((0,0,0,0,0,0))

while iterations < max_iters:
iterations +=1

# Find eigenvalues and eigenvector of HF matriz
self.ek, self.C = linalg.eig(self.h_HF)

# Reorder eigenvalues and eigenvector
self.reorder_coefficients()

# Assemble the mew HF matriz
self.assemble_HF_matrix()

# Test tolerance of lowest eigenvalue

print self.calc_energy()

error = sum(abs(ekp - self.ek[0]))

if error < tol:
print "Solver converged after Jd iterations." 7 (iterations)
return

Ep = self.E
ekp = self.ek[0]

print "Solver failed to converge in /%d iterations." 7 (iterations)

N =14
Z_value = 4
basis = [(1,1), (1,-1), (2,1), (2,-1), (3,1), (3,-1)]
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print "Solving with initial guess C=I."
solver = HF(N, basis, Z_value, first_C=’identity’)
solver.solve(max_iters=100)

print "\n\n\n Solving with initial guess C=0."
solver = HF(N, basis, Z_value, first_C=’zero’)
solver.solve(max_iters=100)

print "\n\n\n Solving with random initial guess."
solver = HF(N, basis, Z_value, first_C=’rand’)
solver.solve(max_iters=100)

We conclude by listing the matrix elements for the radial integrals to be used
for the direct part and the exchange part. Note again that these integrals do
not include spin. The nomenclature is 1 = 1s, 2 = 2s, and 3 = 3s, with no spin
degrees of freedom.
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Element Expression as function of charge Z

(11]9[11) = (5*Z)/8

(11]0]12) (4096*Sqrt[2]*7) /64827
(11]6[13) = (1269*Sqrt[3]*Z) /50000
(11]o[21) = (4096*Sqrt[2]*Z) /64827
(11]6]22) = (16*7) /729

(11]6[23) = (110592*Sqrt[6]*Z) /24137569
(11]5[31) (1269*Sqrt[3]*Z) /50000
(11]0]32) = (110592*Sqrt[6]*Z) /24137569
(11]6[33) = (189%7) /32768

(126[11) = (4096*Sqrt[2]*7) /64827
(12|9]12) = (17*7Z)/81

(120/13) = (1555918848*Sqrt[6]*Z) /75429903125
(12]0]21) = (16*7) /729

(120]22) = (512*Sqrt[2]*Z) /84375
(12]6[23) = (2160*Sqrt[3]*Z) /823543
(12]0]31) = (110592*Sqrt[6]*Z) /24137569
(12[0[32) = (29943*Sqrt[3]*Z) /13176688
(12]0]33) = (1216512*Sqrt[2]*Z) /815730721
(13lo[11) = (1269*Sqrt[3]*Z) /50000
(13[6]12) = (1555918848*Sqrt[6]*Z) /75429903125
(136[13) = (815%Z) /8192

(13[o21) = (110592*Sqrt[6]*Z) /24137569
(13[o]22) = (2160*Sqrt[3]*Z) /823543
(13[0]23) = (37826560*Sqrt[2]*Z) /22024720467
(13[31) = (189%7Z) /32768

(13[6]32) = (1216512*Sqrt[2]*Z) /815730721
(13[0]33) = (617%Z) /(314928*Sqrt[3))
(21]0[11) = (4096*Sqrt[2]*7) /64827
(21]0[12) = (16*2) /729

(21]0[13) = (110592*Sqrt[6]*Z) /24137569
(21]p)21) = (17+Z) /81

(21]8]22) = (512*Sqrt[2]*Z) /84375
(21]0[23) = (29943*Sqrt[3]*Z) /13176688
(21[0)31) = (1555918848*Sqrt[6]*Z)/ 75429903125
(21]0]32) = (2160*Sqrt[3]*7Z) /823543
(21]6[33) = (1216512*Sqrt[2]*Z) /815730721
(22[6[11) = (16*7) /729

(22[0]12) = (512%Sqrt[2]*Z) /84375
(220[13) = (2160*Sqrt[3]*Z) /823543
(22|9]21) = (512*Sqrt[2]*Z) /84375
(22]6]22) = (77*Z) /512

(22623) = (5870679552*Sqrt[6]*Z) /669871503125
(22]0)31) = (2160*Sqrt[3]*Z) /823543
(2200]32) = (5870679552*Sqrt[6]*Z) /669871503125
(22]0]33) = (73008%Z) /9765625
(23]0[11) = (110592*Sqrt[6]*Z) /24137569
(236]12) = (2160 S%{rt 3]%7) /823543
(23|0|113) = 37826560>(< qrt[2]*Z) /22024729467
(230)21) = (29943*Sqrt| ]*Z)/13176688
(23]0]22) (5870679552 Sqrt[6]*Z) /669871503125
(23[0]23) = (32857%Z) /390625
(23[31) = (1216512*Sqrt[2]*Z) /815730721
(230]32) = (73008*Z) /9765625
(23[0]33) =  (6890942464*Sqrt[2/3]*Z) /1210689028125

(31165111 = (1269*Sart(31*7) /50000
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